A NEW FUZZY RULE BASED CONTRAST ENHANCEMENT METHOD USING THE TWO-STEPS AUTOMATIC CLUSTERING ALGORITHM
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Abstract. The contrast is a major factor influencing the image quality; therefore, image contrast enhancement technique is more and more widely applied in the field of image processing. In this paper, a new fuzzy rule-based contrast enhancement method using the two-steps automatic clustering algorithm is proposed. Specifically, based on the Automatic clustering algorithm, a state-of-art method in cluster analysis and data mining, this paper proposes a two-steps Automatic clustering method to determine the number of fuzzy sets and locate the critical point in membership functions so that they are suitable for the distribution of pixel intensity values. The experiments on the “Lena” image and other natural images demonstrate that the new method can effectively enhance the contrast of the images and meet the demands of human eyes perception at the same time.
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1. Introduction

The contrast of an image is the difference in luminance or intensity and is a very important characteristic which decides the quality of image [1]. The contrast enhancement (CE) technology is an indispensable and essential technique to improve the image quality and visual effect so that the processed image can be better than the original image. It is applied in medical image processing, remote sensing and digital image processing and so forth.

In literature, there exist several CE techniques that have been proposed for image contrast enhancement. The simplest method is the global stretching or normalization technique. Given an original image, with the intensity values in the interval \([a, b]\), this method enhances the image by normalizing the intensity values to the new interval \([a', b']\), \((a' \leq a < b \leq b')\). However, because this method only utilizes a linear scaling function to the image, the enhancement is less harsh. Another technique which is commonly used in contrast enhancement is histogram equalization [2]. This method transforms a low contrast image to high contrast image by distributing the components of the histogram to cover a wide range of gray scale, which
approximates uniform distribution. Some related histogram based enhancement methods, which were introduced, such as bi-histogram equalization, multi-histogram equalization, contrast limited adaptive histogram equalization, histogram specification, etc. [3–8]. Nevertheless, histogram equalization and its related works have a drawback when the mean intensity value of the image is shifted to the middle gray-level of the intensity range and may be unsuitable for the human eyes perception. Thus, histogram equalization based techniques are not useful in the case where brightness preservation is required [9].

In 1965, Zadeh first established the foundation of fuzzy set theory where everything is a matter of degree [10]. Fuzzy logic not only recognizes true and false values but also is useful for propositions that can be represented with varying degrees of truth and falseness. Fuzzy logic has filled an important gap in engineering design methods left vacant by purely mathematical approaches. As a result, fuzzy logic has become a well-established topic in both theoretical and practical aspects [11–16]. In image processing, fuzzy rule-based contrast enhancement is one of the most efficient methods for gray/color image contrast enhancement. Generally, a CE technique using fuzzy logic approach consists of three steps: fuzzification, modification and defuzzification [9]. In fuzzification step, the membership functions are established to transform the image intensity values to the membership degrees whose value ranges between 0 and 1. In the modification step, the membership values are then combined with the defined fuzzy set operations to get the weight of each fuzzy rule. In defuzzification step, based on the defined methods, the qualified output results are combined so that the crisp output is received. According to these steps, numerous effective fuzzy logic algorithms were proposed for image contrast enhancement with different number of fuzzy sets and different kinds of fuzzy membership functions. Hassanian et al. [17] utilized three fuzzy sets: dark, gray and bright combined the triangular membership functions to transform the intensities into fuzzy sets; Kannan et al. [1] utilized three fuzzy sets combined the Gaussian membership function; Kansal and Nitin Kumar [18], utilized two fuzzy sets: dark and bright combined the ramp Gaussian membership function; Preethi [19] utilized two fuzzy sets combined the square or cube membership functions; Yun et al. [20] utilized one fuzzy set with two different kinds of membership function based on the threshold \( m \). Obviously, the key to the fuzzy rule-based contrast enhancement is setting up suitable parameters such as the number of fuzzy sets, the value of critical points, the shape of membership functions, etc. Although above methods have contributed to enhancing image, the number of fuzzy sets, the choice of membership functions and the value of critical points have been fixed according to the experiences. Hence, these methods are not suitable when dealing with various kinds of images. For instance, given an image has two areas including bright and dark domains, the method utilizing three fuzzy sets may present a low performance. This problem is mentioned and overcome by [21]. However, the fuzzy clustering method, FCM, of [21] just contributed to determining the critical points but did not identify how many parts (fuzzy sets) the image contains.

In order to fill the researched gaps mentioned above, in this paper, we stress on the importance and necessity of having an automatic method for contrast enhancement and propose a new fuzzy rule-based contrast enhancement method using the two-steps automatic clustering algorithm. The automatic clustering algorithm (AC) [22], which has been an interesting issue in recent years [22–28], has effectively solved the problems about determining the number of clusters and the cluster centroids. Based on this characteristic, the AC can be directly performed for determining the number of fuzzy sets and locating the critical points in CE technique. Nevertheless, to the best of our knowledge, none of the previous study has investigated a CE technique using the AC. In case of one-dimension, the AC is an algorithm with complexity \( O(n^2) \); therefore, it is vulnerable to a huge number of variables, namely, in case of CE, the number variables or the number of pixels is too huge to apply the AC. We, at first, also try to apply the original AC to CE but it leads to a large amount of calculation. Consequently, the basic objective of this paper is not only to automatically determine
the number of fuzzy sets and locate the critical points but also to significantly reduce the computational cost and has a good real-time performance. Therefore, we propose a new method, called the two-steps Automatic clustering algorithm (2-AC), for determining the number of fuzzy sets and locating the critical points that would next be utilized in CE techniques. The new method mainly includes two steps. In the first step, we divide the whole image into sliding windows and apply the AC to each sliding window to get the local centroids. In the second step, the AC continues to be applied to the set of all local centroids to obtain the final centroids or the critical points position. Based on the number of obtained centroids, the number of fuzzy sets is also determined. In the best case, the 2-AC can significantly reduce the algorithm complexity to $O(n^{4/3})$. The whole new CE technique, including the phases of fuzzification, modification and defuzzification, is now denoted as 2-ACCE, is illustrated and tested by the well-known Lena and other natural images based on the visualization, the root mean square (RMS) and the Measure of Enhancement (EME) criteria. The obtained results show that the 2-ACCE not only has the best RMS, EME values among the other three conventional methods but also well maintains the image information and makes the enhanced image details more clear and vivid.

The rest of this paper is organized as follows. A review of image contrast enhancement using fuzzy logic and the criteria to evaluate the quality of the processed images is presented in Section 2. The Automatic clustering and the proposed method are presented in Section 3. The experimental results are shown in Section 4, and Section 5 is the conclusion.

2. Preliminary

2.1. Contrast enhancement using fuzzy logic

In brief, the image contrast enhancement using fuzzy logic approach has three main steps: fuzzification, modification and defuzzification.

**Fuzzification**

Given $c$ fuzzy sets with corresponding membership functions and critical points. Through the membership functions, the input intensity values are transformed to membership degrees by one-to-one mapping. Some typical fuzzification methods with different number of fuzzy sets and membership functions, which were designed for image contrast enhancement, are provided by Figure 1. For example, based on Figure 1a, a pixel whose intensity value from 0 to 0.25 is completely assigned to the dark set, a pixel whose intensity value from 0.75 to 1 is completely assigned to the bright set, a pixel point whose intensity value $g = 0.4$ is assigned to the dark, gray, bright sets with membership values by 0.4, 0.6, 0, respectively. Obviously, when utilizing different number of fuzzy sets, membership functions and critical points, as Figure 1b, 1c, 1d, the above intensities will obtain different membership degrees. Therefore, the choice of number fuzzy sets, type of membership functions and critical points are really important factors influencing the output contrast enhancement and need to be paid attention to.

![Fig. 1: Some of typical fuzzification methods](image)

**Modification**

Without loss of generality, we suppose to have 3 fuzzy sets: dark, gray and bright. The modification step is performed by the following rules:

- If dark then black.
• If gray then gray.
• If bright then white.

The purpose of modification step is making a dark pixel become darker, a gray pixel become mid-gray and a bright pixel become brighter. For this purpose, [1] presented a simple and effective method to modify the critical points: \(V_1 \rightarrow V'_1 = 0\), \(V_2 \rightarrow V'_2 = 0.5\), \(V_3 \rightarrow V'_3 = 1\), where \(V_1, V_2, V_3\) are the critical points of the three fuzzy sets. In general, let \(c\) be the number of fuzzy sets in an image, the following rule is utilized for modification step:

\[
\begin{align*}
V_1 & \rightarrow V'_1 = 0 \\
V_i & \rightarrow V'_i = i/(c - 1)
\end{align*}
\]

where \(i = 1, ..., c\) and the intensity value is normalized to interval \([0, 1]\).

Defuzzification

The aim of this step is to generate new intensity values. Let \(g\) be the original intensity value in the image, the output intensity value \(g'\) can be calculated as follows.

\[
g' = \frac{\sum_{i=1}^{c} \mu_i(g) V'_i}{\sum_{i=1}^{c} \mu_i(g)}
\]

where \(\mu_i(g)\) denotes the membership function value for assigning \(g\) to fuzzy set \(i\) in the fuzzification step and \(V'_i\) denotes the modified critical point of fuzzy set \(i\) in the modification step.

2.2. Contrast enhancement evaluation metrics

Some criteria often used for measuring the enhanced image quality are presented as follows.

Weber contrast

The Weber contrast \((W_c)\) is defined as:

\[
W_c = \frac{I - I_b}{I_b}
\]

where \(I\) and \(I_b\) are respectively the object and the background intensities.

Michelson contrast

The Michelson contrast \((M_c)\) is defined as:

\[
M_c = \frac{I_{\max} - I_{\min}}{I_{\max} + I_{\min}}
\]

where \(I_{\max}\) and \(I_{\min}\) are respectively the maximum and minimum intensity values in the image.

Root mean square

The Root mean square (RMS) contrast is defined as:

\[
\text{RMS} = \sqrt{\frac{\sum_{i=1}^{r} \sum_{j=1}^{c} [I_{ij} - \mu(I)]^2}{rc}}
\]

where \(r, c\) are the number of rows and columns of the image, \(I_{ij}\) is the intensity of pixel at position \((i, j)\), \(\mu(I)\) is the mean of all the intensity values in the entire image.

Measure of Enhancement

The Measure of Enhancement (EME) contrast is defined as:

\[
\text{EME} = \frac{1}{B_1 B_2} \sum_{i=1}^{B_1} \sum_{j=1}^{B_2} 20 \ln \left( \frac{I_{ij}^{\max}}{I_{ij}^{\min} + c} \right)
\]

where \(B_1 B_2\) is the number of blocks the image is divided into, \(I_{ij}^{\max}\) and \(I_{ij}^{\min}\) are respectively the maximum and minimum intensity values in block \((i, j)\), \(c\) is a constant that helps to avoid the denominator of zero.

Among the above criteria, the Weber contrast can be applied on the image with a large, uniform background; the Michelson contrast can be applied on the image where both bright and dark features are equivalent [19]. Hence, both of them are not suitable for the natural images [29] but are the source of inspiration for numerous other criteria. The RMS contrast computes the standard deviation of image intensity; hence, it can be considered as a measure of global contrast. The EME, which gets inspired from the Weber and the Michelson contrast, computes the intensity variation for each block to see the contrast of...
the local area and then computes the average of them. Therefore, the EME can be considered as a measure of global contrast. As numerous studies before [19, 29–31], in this paper, the quality of the enhanced image is evaluated by the RMS and the EME, where the higher RMS and EME indicate the higher image contrast.

3. The automatic clustering algorithm and the proposed method

As mentioned above, in literature, the choice of membership function shapes, the number of fuzzy sets, and the location of critical points are fixed by author experiences but are not fixed by the number of different segments of grayscale. As a result, it makes these methods may be not suitable when dealing with various types of image. To overcome this drawback, this paper puts forward a new fuzzy logic based contrast enhancement method using two-steps Automatic clustering algorithm. The Automatic clustering algorithm (AC), the two-steps Automatic clustering algorithm (2-AC), which is a modification of the AC designed to deal with the problem of finding the number of fuzzy sets and the critical points in a large size image, and the new contrast enhancement method using two-steps Automatic clustering algorithm (2-ACCE) are presented in the following subsections.

3.1. The automatic clustering

The Automatic clustering proposed by [22] is one of the state-of-art data mining methods and is being efficiently applied in different areas. This method can make discrete elements automatically converge to the centroids of the true clusters so that we can determine the correct number of clusters and cluster centroids in a reasonable way. That is to say, this method can apply to identify the actual number intensity groups as well as the group centroids in an image. Based on the obtained result, we can determine the number of fuzzy sets as well as the critical point locations. The original Automatic clustering algorithm, AC, was proposed to solve the problem of the fuzzy number while the intensity value is the real number. Therefore, this paper first provides the special version of AC that only solve the problem of real number to save the computational cost. Given data set $X = \{x_1, x_2, \ldots, x_n\}$, the AC algorithm, the Algorithm 1, divides $X$ into $k$ clusters, where the number of clusters $k$ and the cluster centroids are determined, automatically.

The AC is a flexible algorithm due to the fact that we not only can determine the number of clusters automatically but also can control the number of clusters depending on the value of $\lambda$; hence, it is suitable for different kinds of processing and various applications. For instance, each of the data points is its own cluster as $\lambda \to 0$ and the data have only one cluster as $\lambda \to +\infty$; when having no prior information about the number of clusters, we often choose $\lambda = ds/10$, then the number of clusters will be determined, automatically [22, 25]. In the AC algorithm, the function $K$ decides the influence between $v_i$ and $v_j$. For example, if $v_i = v_j$ then $d(v_i, v_j) = 0$ and $K = \exp(0) = 1$; if the distance between $v_i$ and $v_j$ is larger than $ds$, $K$ is equal to 0, that is, $v_i$ is not affected by its extreme elements. In the AC, elements move automatically according to the impact of all the other elements, especially of some nearest neighbors. Therefore, the elements in the same cluster can be converged into the same value through the iterative calculation by Formula 2. At last, the final number of clusters and the cluster centroids can be determined automatically. Thus, the AC algorithm has more advantages compared to conventional clustering techniques like $k$-means and FCM, in which the number of clusters is user-defined. The automatic characteristic of the AC algorithm can be directly performed for determining the number of fuzzy sets and locating the critical points in CE techniques. Unfortunately, the AC algorithm needs to calculate the pairwise distance between all elements of the data set for processing; hence, in case of one-dimension, the AC is an algorithm with complexity $O(n^2)$; as a result, it is vulnerable to huge number of variables, or the number of pixels, and is impossible to apply to CE. We, at first, also try to apply the origi-
nal AC to CE but it leads to an extremely high computational cost. Obviously, the key is the reducing the computational cost in the procedure. Therefore, we propose another AC-based method for determining the number of fuzzy sets and locating the critical points that would next be utilized in CE techniques. The new method is presented in the following subsection.

\textbf{Algorithm 1: The AC algorithm}
\begin{verbatim}
input : X = \{x_1, x_2, \ldots, x_n\} and the convergence criterion \(\varepsilon > 0\), which is a small positive number
output: The number of clusters and the cluster centroids.
Initialize \(t := 0\) and the original centroids as \(V^{(t)} := \{v_1^{(t)}, \ldots, v_n^{(t)}\} = X = \{x_1, \ldots, x_n\} \), \(V^{(old)} = V^{(t)} \ast 9999\).
while \(\max_i d(v_i^{(t)}, v_i^{(old)}) > \varepsilon\) do
    \(t := t + 1\);
    \(V^{(old)} := V^{(t)}\).
    Update the centroids using the following formula:
    \[v_i^{(t)} := \frac{\sum_{j=1}^{N} K(v_i^{(t)}, v_j^{(t)}) v_j^{(t)}}{\sum_{j=1}^{N} K(v_i^{(t)}, v_j^{(t)})},\]
    \[i = 1, \ldots, N\]  (2)
    where
    \[K = \begin{cases}
    \exp(-d/\lambda) & \text{if } d = d(v_i, v_j) \leq d_s \\
    0 & \text{if } d > d_s
    \end{cases}\]
    \[d(v_i, v_j)\] is the Euclidean distance between \(v_i\) and \(v_j\),
    \[d_s = \sum_{i < j} d(v_i, v_j) / \binom{n}{2}\] is the average of all pairwise distance;
end
\end{verbatim}

\textbf{3.2. The proposed algorithm}

As mentioned above, the AC is an algorithm with complexity \(O(n^2)\). In the case of image contrast enhancement, \(n\) represents for the number of pixels which can be up to hundred thousands. Consequently, the AC algorithm is not computationally efficient and even is unfeasible due to the limitation of personal computer's memory. Therefore, to improve speed and quality of CE, we propose a two-steps Automatic clustering denoted as the 2-AC. Given an image of \(n\) pixels, the 2-AC algorithm finds the number of fuzzy sets and locates the critical points based on the intensity distribution of the original image. The 2-AC algorithm is presented as follows.

\textbf{Algorithm 2: The 2-AC algorithm}
\begin{verbatim}
Input: An image of \(n\) pixels, and the convergence criterion \(\varepsilon > 0\) which is a small positive number
Output: the final cluster centroids or critical points.
Initialize \(\text{centroidset} := \emptyset\);
Divide the original image into \(n_1\) disjoint sliding windows, each window has \(n/n_1\) pixels;
for \(i = 1 : n_1\) do
    Apply the AC algorithm to the sliding window \(i\) to generate a set of centroids \(S_i\);
    \(\text{centroidset} := \text{centroidset} \cup S_i\);
end
Apply the AC algorithm to the \(\text{centroidset}\).  
\end{verbatim}

It can be noted from the above pseudo-code that the AC algorithm is accomplished in two separate steps. In the first step, the AC algorithm is utilized to find the centroids in \(n_1\) non-overlapped sliding windows and each sliding window has \(n/n_1\) pixels. The complexity of this step is \(T_1(n) = O\left(n_1(n/n_1)^2\right) = O(n^2/n_1)\). Note that, before the loop, we initialize an empty set of centroids. Each time through the loop, we update the centroids set by adding the centroids found in each sliding window. This is a technique often used in “for’ loop to find a set of interest points. In the sec-
second step, the AC continues to be utilized on the obtained centroids. Let \( n_2 \) be the power of the set of all cluster centroids obtained in the first step, the complexity of the second steps is \( T_2(n) = O(n_2^2) \). It can be implied that the possible maximum value of \( n_2 \) is less than \( n \) due to the fact that the value of \( \lambda \) is \( ds/10 \) and not equal to 0. Hence, in the worst scenario assumption, the whole complexity of the 2-AC is \( T(n) = T_1(n) + T_2(n) = O \left( \max(n^2/n_1, n_2^2) \right) < O(n^2) \), that is, the 2-AC complexity is less than the original AC. In the best scenario assumption, \( n_2 = n_1 \), the complexity of the 2-AC is \( T(n) = T_1(n) + T_2(n) = O \left( \max(n^2/n_1, n_1^2) \right) \) and it depends on the number as well as the size of the sliding windows.

![Graph](image_url)

**Fig. 2:** Illustrating for the Automatic clustering output

In order to better understand that how the complexity depends on the number of sliding windows, Figure 2 illustrates the complexity of the 2-AC in a specific case. It can be implied from Figure 2 that some of the typical choices of the sliding window’s resolution like \( 3 \times 3 \), \( 5 \times 5 \) will lead to a large value of \( n_1 \) and a high complexity \( T_2(n) \) in the second step as well as a high complexity \( T(n) \) in the whole 2-AC algorithm. Also, it can be implied that we can find optimal value of \( n_1 \) that can minimize the value of \( T(n) \) by solving the equation \( T_1(n) = T_2(n) \). In this case, the optimal choice of \( n_1 \) is \( n^{2/3} \), that is, the number of sliding window is \( n^{2/3} \), the number of pixels in each sliding window is \( n^{1/3} \) and the whole complexity of the 2-AC is now \( O(n^{4/3}) \), which can reduce the computational cost, significantly. In practice, the value of \( n^{1/3} \), the optimal number of pixels in each sliding window, is usually not an integer, and therefore this choice is unfeasible. Consequently, for the convenience of computation, the window size of \( N \times N \) should be chosen by minimizing the value of \( |n^{1/3} - N^2| \), where \( N \) is a positive integer number. For example, a window size of \( 6 \times 6 \) should be configured for an image of size \( 220 \times 148 \) because \( n = 220 \times 148 = 32560 \) and \( |n^{1/3} - N^2| = |32560^{1/3} - 6^2| \approx 4.07 \), which is the minimum of \( |n^{1/3} - N^2| \) (the corresponding values of \( |n^{1/3} - N^2| \) for \( N = 5 \) and \( N = 7 \) are 6.93 and 17.07, respectively). Some of the common standard digital image sizes and the approximate optimal window sizes are given in Table 1.

Using the 2-AC algorithm, based on the final centroids, we can determine the number of fuzzy sets \( k \) and the critical points in \( k \) membership functions. The whole procedure for the 2-ACCE is presented in the following pseudo-code.

**Algorithm 3: The 2-ACCE algorithm**

**Input:** an image of \( n \) pixels and the convergence criterion \( \varepsilon > 0 \), which is a small positive number

**Output:** the enhanced image

Utilize the 2-AC algorithm in the whole image for determining the number of fuzzy sets and locating the critical points;

Perform the fuzzification phase;

Perform the modification phase;

Perform the defuzzification phase;

<table>
<thead>
<tr>
<th>Photo image size</th>
<th>Sliding window size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024 × 768</td>
<td>10 × 10</td>
</tr>
<tr>
<td>800 × 600</td>
<td>9 × 9</td>
</tr>
<tr>
<td>512 × 512</td>
<td>8 × 8</td>
</tr>
<tr>
<td>460 × 308</td>
<td>7 × 7</td>
</tr>
<tr>
<td>320 × 240</td>
<td>6 × 6</td>
</tr>
<tr>
<td>256 × 240</td>
<td>6 × 6</td>
</tr>
<tr>
<td>240 × 160</td>
<td>6 × 6</td>
</tr>
<tr>
<td>220 × 148</td>
<td>6 × 6</td>
</tr>
</tbody>
</table>

**Table 1:** Some of common standard digital image sizes and the approximate optimal window sizes
4. Experimental results

In this section, this article presents two experiments to illustrate and test the performance of the 2-ACCE algorithm. Specifically, Experiment 1 illustrates in detail the 2-ACCE algorithm when performing for the well-known image, the “Lena”; Experiment 2 summarizes the performance of the new method when applied to other natural images in Contrast Enhancement Evaluation Database (CEED2016) [29, 32, 33]. In each experiment, the proposed method is compared with other conventional methods of [1, 17, 20]. This paper uses both global measure as the Root mean squared (RMS) contrast and local measure as the measure of enhancement (EME) to assess the effectiveness of the comparative methods, where higher values of the RMS and EME indicate that better quality the image has. The results are presented as follows.

4.1. Experiment 1

In this experiment, the 2-ACCE is applied to the well-known image “Lena” of size 256 × 240 (see Figure 3a). Based on Table 1, the image is divided into non-overlapping windows of size 6 × 6. Using the 2-AC algorithm, we obtain three final centroids: $v_1 = 0.381$, $v_2 = 0.467$, $v_3 = 0.553$. Therefore, in the Fuzzification step, we can establish three membership functions as Figure 3c and transform the image data from gray level domain to the fuzzy membership domain using membership functions. According to [1], in the Modification step, the critical points are modified as $V_1 \rightarrow V'_1 = 0$, $V_2 \rightarrow V'_2 = 0.5$, $V_3 \rightarrow V'_3 = 1$. In defuzzification step, using Formula (1), we transform the the membership values back into the gray level intensities to achieve the enhanced image as Figure 3b.

Table 2 compares the enhanced images processed by the 2-ACCE and other methods. It can be seen that the enhanced image by [17] is better than that by [1], which is overall not clear. The Yun’s method [20] produces largest RMS and EME as compared to the others whereas the 2-ACCE ranks second. However, the enhanced image by the Yun’s method is excessively enhanced; as a result, it omits color, and the de-
tails are weakened. On the other hand, the 2-ACCE can effectively enhance the contrast of the image with the large RMS and EME, at the same time, it can retain the color information of the original image and improve the visual effect. Compared with the other enhanced images in Table 2, the enhanced image by the 2-ACCE is more brightened and natural looking. Based on the experimental analysis, the 2-ACCE seems to be feasible at first and can be further applied to different natural images in the next experiment.

4.2. Experiment 2

In this experiment, the 2-ACCE continues to be tested with other natural images under several conditions of light and background intensity. Specifically, the 2-ACCE and other methods are utilized to enhance the quality of images which are made publicly available to the research community at http://wwwl2ti.univ-paris13.fr/site/index.php/en/CEED2016. Figure 4 shows the four original and enhanced images by the proposed method. According to human eyes perception, it can be seen that the 2-ACCE algorithm can advance the visibility of all the original images. Furthermore, the 2-ACCE ensures the detail preserving capability; for instance, small details, like the white spots on the dogs in the Image 2, are preserved and look very clear. Table 3 shows the comparisons of the RMS and EME between the 2-ACCE and other conventional methods for the four images. It can be seen that the proposed method provides the highest RMS and EME for all enhanced images in the experiment. That is to say, the 2-ACCE can enhance both the global and local contrast. Based on the qualitative and quantitative analyses, it can be implied that the 2-AC has been successfully applied to the CE and the 2-ACCE method not only has outperformed existing methods in this experiment but also has provided good visual representation.

5. Conclusion

This paper proposes a fuzzy rule-based contrast enhancement method using two-steps Automatic Clustering algorithm. In the first step, the new method performs the Automatic clustering to obtain the centroids in non-overlapped sliding windows and combines them together. In the second step, the Automatic clustering is again applied to the combined centroids set to get the final centroids. Based on the final centroids, the number of fuzzy sets and the critical points of membership functions can be determined and then applied to CE to obtain the enhanced image. The experimental results demonstrate that the new method can effectively enhance the contrast of the images and, at the same time, gives better visual quality images. For future work, it is necessary to apply the proposed method to color image contrast enhancement.
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Table 2: The results of contrast enhancement method

<table>
<thead>
<tr>
<th>Method</th>
<th>RMS</th>
<th>EME</th>
</tr>
</thead>
<tbody>
<tr>
<td>The method of [17]</td>
<td>0.1173</td>
<td>2.8144</td>
</tr>
<tr>
<td>The method of [1]</td>
<td>0.0368</td>
<td>0.7086</td>
</tr>
<tr>
<td>The method of [20]</td>
<td>0.4877</td>
<td>12.5379</td>
</tr>
<tr>
<td>The 2-ACCE</td>
<td>0.3111</td>
<td>8.7466</td>
</tr>
</tbody>
</table>

Fig. 4: Experiment 2


### Tab. 3: Results of comparative methods

<table>
<thead>
<tr>
<th></th>
<th>RMS</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>0.1642</td>
<td>0.1068</td>
<td>0.0922</td>
<td>0.2195</td>
</tr>
<tr>
<td>Image 2</td>
<td>0.2624</td>
<td>0.1643</td>
<td>0.0698</td>
<td>0.2739</td>
</tr>
<tr>
<td>Image 3</td>
<td>0.3644</td>
<td>0.2360</td>
<td>0.1528</td>
<td>0.3846</td>
</tr>
<tr>
<td>Image 4</td>
<td>0.2749</td>
<td>0.1721</td>
<td>0.1022</td>
<td>0.2848</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EME</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>4.3962</td>
<td>2.9018</td>
<td>2.6002</td>
<td>10.9786</td>
</tr>
<tr>
<td>Image 2</td>
<td>3.2033</td>
<td>1.7962</td>
<td>0.8009</td>
<td>4.2659</td>
</tr>
<tr>
<td>Image 3</td>
<td>9.3860</td>
<td>4.2624</td>
<td>3.3103</td>
<td>10.9175</td>
</tr>
<tr>
<td>Image 4</td>
<td>4.4318</td>
<td>2.9600</td>
<td>1.2772</td>
<td>5.0381</td>
</tr>
</tbody>
</table>
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