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Abstract. The article presents an e�ective
method for damage assessment of 2D frame
structures using incomplete modal data by op-
timization procedure and model reduction tech-
nique. In this proposed method, the structural
damage detection problem is de�ned as an op-
timization problem, in which a hybrid objec-
tive function and the damage severity of all
elements are considered as the objective func-
tion and the continuous design variables, respec-
tively. The teaching-learning-based optimization
(TLBO) algorithm is applied as a powerful opti-
mization tool to solve the problem. In addition,
owing to the use of incomplete measurements,
an improved reduction system (IRS) technique is
adopted to reduce the mass and sti�ness matrices
of structural �nite element model. The e�ciency
and robustness of the proposed method are val-
idated with a 4-storey (3 bay) steel plane frame
involving several damage scenarios without and
with measurement noise. The obtained results
clearly demonstrate that even the incompleteness
and noisy environment of measured modal data,
the present method can work properly in locating
and estimating damage of the frame structure
by utilizing only the �rst �ve incomplete modes'
data.
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1. INTRODUCTION

During the long service period, the safety and
functionality of structural systems in mechan-
ical, civil and aerospace engineering may be
severely a�ected by degradation and damage
due to environmental conditions and unfore-
seen circumstances. In this context, structural
health monitoring (SHM) has played a vital
role in scrutinizing the healthy state of struc-
tural systems, and simultaneously making ac-
curate maintenance decisions. Over the past
decades, global damage detection techniques
such as vibration-based damage identi�cation
(VBDI) techniques have attracted increasing at-
tention, and a signi�cant amount of research has
been proposed and developed in the literature.
For more details about these techniques, inter-
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ested readers may refer to excellent review arti-
cles [1]-[3].
From a mathematical viewpoint, VBDI prob-

lem can be regarded as an optimization problem,
where the objective function is usually expressed
by the discrepancies between the analytical data
and measured data and the damage severity of
elements is taken as design variables. For solving
the optimization problem, meta-heuristic opti-
mization algorithms as intelligent search meth-
ods have been widely adopted. Many researchers
successfully applied meta-heuristic search algo-
rithms such as genetic algorithm (GA) [4], par-
ticle swarm optimization (PSO) [5], di�eren-
tial evolution (DE) [6], imperialist competitive
algorithm (ICA) [7] and ant colony optimiza-
tion (ACO) [8] in the structural damage iden-
ti�cation. More recently, Xu et al. [9] stud-
ied a method based on cuckoo search (CS) algo-
rithm for structural damage detection. Noba-
hari [10] introduced an optimization method
called echolocation search algorithm (ESA) for
damage localization and estimation in trusses
using changes in modal frequencies. Dinh-Cong
et al. [11] presented a damage identi�cation ap-
proach utilizing Jaya algorithm and hybrid ob-
jective function to �nd the damage sites and
sizes of simple structures like truss and frames.
Dinh-Cong et al. [12] proposed an e�cient
multi-stage optimization approach for damage
assessment in plate-like structures using a modi-
�ed di�erential evolution algorithm (MS-MDE).
From the above-mentioned researches, it is

noted that although these algorithms were able
to provide satisfactory results in locating and
quantifying damaged elements, they were re-
quired to collect the complete modal data corre-
sponding to an entire set of node/degree of free-
dom (DOF) of the structural �nite-element (FE)
model. This is inapplicable in real SHM systems
owing to the cost of instrumentation and prac-
tical issues faced in the measurement data like
that for rotational DOFs. Therefore, it is nec-
essary and important to develop approaches for
diagnosing the structural health state with mea-
sured incomplete modal data. For this purpose,
there are a few strategies which have been ded-
icated to the research area. Several researchers
used mode shape expansion techniques [13]-[15]
and others employed model reduction techniques
[16]-[18]. The objective of this work is to present

a practical and workable method that attempts
to deal with this challenge by applying a model
reduction technique for reducing the initial FE
model of a full structure to a reduced model re-
lating to measured DOFs.
In this research, an e�ective method based

on a combination of optimization procedure and
model reduction technique is proposed for struc-
tural damage detection using incomplete mea-
surements. In this proposed method, the dam-
age identi�cation problem is de�ned as an op-
timization problem, where a hybrid objective
function and the damage extent of elements are
considered as the objective function and the
continuous design variables, respectively. For
solving the optimization problem, the teaching-
learning-based optimization (TLBO) algorithm,
a novel population-based global search strategy,
is utilized. This algorithm does not depend
on any additional algorithm-speci�c control pa-
rameter [19]. It has recently been introduced
for dealing with various engineering applications
and its results have outperformed when com-
pared with those of other well-known optimiza-
tion algorithms [19]-[21]. In addition, due to the
use of incomplete measurements, improved re-
duction system (IRS) technique [22] is adopted
to condense structural physical properties (i.e.
sti�ness and mass matrices). The e�ciency and
robustness of the proposed method are validated
with a 4-storey (3 bay) steel plane frame as
a numerical example involving several damage
scenarios without and with measurement noise.
Furthermore, the accuracy of the proposed ap-
proach under the in�uence of noise in the incom-
plete measurements is also examined. The ob-
tained results reveal that the proposed method
can successfully determine the location and ex-
tent of damages in the frame structure with lim-
ited measuring points.
The reminders of this manuscript are then or-

ganized as follows. In section 2, we provide the
background of IRS method. Section 3 introduces
the cost function formulation and a brief descrip-
tion of TLBO algorithm. The obtained numeri-
cal results are discussed in section 4. Finally, we
draw the main conclusions in section 5.
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2. IMPROVED
REDUCTION
SYSTEM (IRS)
TECHNIQUE

For a linear behaving structure with nDOFs, the
undamped free vibration of the structure can be
described as

KΦj = ω2
jMΦj , j = (1, 2, ..., n) (1)

whereK andM are the global mass and sti�ness
matrices of the structure ([n× n]) , respectively;
Φj and ωj are the j-th mode shapes and natural
frequency, respectively; and n is the number of
DOFs. Eq. (1) can be rewritten in the parti-
tioned form as[

Kmm Kms

Ksm Kss

]{
Φm

Φs

}
= ω2

j

[
Mmm Mms

Msm Mss

]{
Φm

Φs

}
(2)

where the subscripts s andm represent the num-
ber of selected slave and master DOFs, respec-
tively.

From the second row of the above equation,
the following relationship between slave and
master can be found as

Φs =
(
−Kss − ω2

jMss

)−1 (
Ksm − ω2

jMsm

)
Φm

(3)

In Guyan reduction technique [23], the inertia
terms of Eq. (3) is neglected, leading to{

Φm

Φs

}
=

[
I

−K−1
ss Ksm

]
= TGΦm (4)

Substitution of Eq. (4) into Eq. (2), per mul-
tiplication by TT

G
, one can be represented by a

reduced eigenvalue problem as follows(
KRe + ω2

j,ReMRe

)
Φj,Re = 0 (5)

where the reduced sti�ness and mass matrices
are, respectively, given by

KRe = TT
GKTG , MRe = TT

GMTG (6)

It is known that Guyan method is reliable only
at zero frequency. To tackle this obstacle,

O'Callaghan [22] introduced a technique known
as improved reduction system (IRS) method by
considering the �rst order approximation of a
binomial series expansion in the transformation
of the slave DOFs. In the IRS method, the re-
duced sti�ness KIRS and mass MIRS matrices
can be obtained as

KIRS = TT
IRSKTIRS ,MIRS = TT

IRSMTIRS

(7)

where

TIRS = TG + SMTGM
−1
ReKRe (8)

with

S =

[
0 0
0 K−1

ss

]
(9)

3. OPTIMIZATION-
BASED
STRUCTURAL
DAMAGE DIAGNOSE
PROBLEM

Generally speaking, the structural fault diag-
nosis problem may be viewed as an optimiza-
tion problem solved by an optimization tech-
nique. In this approach, damage identi�ca-
tion process is commonly performed by mini-
mizing an objective function in which the dam-
age ratios of the elements can be considered as
design variables. To obtain a set of damage
variables containing the locations and sizes of
damages, teaching�learning-based optimization
(TLBO) algorithm is presented here as a power-
ful optimization tool. The section is dedicated
to brie�y present the foundation of this prob-
lem consisting of a hybrid objective function and
TLBO algorithm.

3.1. Hybrid objective function

In this work, we use a hybrid objective function,
proposed by Dinh-Cong et al. [12], is a com-
bination of two di�erent objective functions for
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�nding the damage sites and severities [11]. This
objective function is given as

f(x) =
1

2
(1−MDLAC(x) + F(x)) , (10)

x = (x1, ..., xn) ∈ [0, 1]
n

where

MDLAC (x) =
|∆fδf(x)|2

(∆fT∆f) (δfT(x)δfT(x))
(11)

and

F(x) =
1

nmod

nc∑
j

(∥∥Fexp
j − Fana

j (x)
∥∥
Fro∥∥Fexp

j

∥∥
Fro

)2

(12)

In Eq. (11), x is a variable vector implying
the size of damage of n structural elements;
δf(x) and ∆f are, respectively, the analytical
frequency change vector and the measured fre-
quency change vector, which is expressed as

δf(x) =
fud − fana(x)

fud
, ∆f =

fud − fexp
fud

(13)

where fana(x) is the analytical natural frequen-
cies containing the damage variable vector x;
fexp and fud are represented as the measured nat-
ural frequencies of the damaged and undamaged
structures, respectively.

In Eq. (12), Fexp and Fana(x) are, respec-
tively, the �exibility matrix of damage model
(experimentally measured) and analytical model
corresponding to a set of damage variable vector
x; nmod denotes the number of measured mode
data (mode shapes and natural frequencies) ; nc
corresponds to the total number of columns in
the �exibility matrix; and ‖ • ‖Fro denotes the
Frobenius norm of �exibility change.

3.2. Teaching-learning-based

optimization algorithm

Teaching-learning-based optimization (TLBO)
algorithm is a novel and e�ective global search
algorithm, �rst developed by Rao et al. in
2011 [19]. This algorithm is motivated by the

idea of traditional educational process in a class-
room. The primary goal of TLBO algorithm
is to apply these phases to increase the perfor-
mance level of individuals and overall perfor-
mance of the class. It has two vital compo-
nents: a teacher and a group of learners (stu-
dents), which is described through the process
of exchanging information between the teacher
and students. Firstly, students learn knowledge
from their teacher, and then students also learn
mutual interactions among themselves. In ad-
dition, the main advantage of the algorithm is
that it does not have any intrinsic parameters.
The searching process of TLBO algorithm is
performed through the two operators, namely
`Teacher Phase' and `Learner Phase', is brie�y
summarized in the following.

• Teacher phase: In the initial phase,
the teacher who has the most knowledge-
able person in the class tries to provide
him/her knowledge to the learners in or-
der to improve the average performance of
all learners. Like any other population-
based meta-heuristic algorithm, the popula-
tion in TLBO algorithm comprises a group
of learners that is expressed as

Xi,G =
[
xi1,G xi2,G ... xin,G

]
(14)

(i = 1, 2, ..., NP )

where xin,G is the i-th learner on n-th design
variable in the G iteration, and NP denotes the
number of learners (population size). After eval-
uating the �tness value of each learner, the stu-
dent with the best �tness in that iteration is as-
signed as the teacher (Xteacher

i_best,G ) role, and the
mean result of the class is de�ned by

Xmean
j, G

=
1

NP

[
NP∑
i=1

xi1
NP∑
i=1

xi2 ...
NP∑
i=1

xin

]
(15)

Now, the teacher attempts to enhance the mean
grade of the class by the transmission of their
knowledge to all learners, as shown in the fol-
lowing expression

Xnew
j,i,G = Xold

j,i,G + rand(Xteacher
i_best,G − TFXmean

j, G
),

(16)

i = (1, 2, ..., NP ), j = (1, 2, ..., n)
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where TF = round [1 + rand (0, 1) {2− 1}] is
the teaching factor assigned a value of either
1 or 2; rand is a random number distributed
within [0, 1]. If the new locations (updated so-
lution) ( Xnew

j,i,G
) show lower function value than

the former one (Xold
j,i,G

), Xnew
j,i,G

are accepted and

�owed to the next phase, otherwise Xold
j,i,G

is
maintained.

• Learner phase: In this phase, every
student improves its �tness value by ran-
domly communicating with other di�erent
students. An individual learner gains new
information from the other individuals who
have more knowledge and experience than
him/her. At any G iteration, two students
Xj,p,G and Xj,k,G are randomly selected,
where p 6= k . The learning operator of
students could be expressed as follows

Xnew
j,p,G =


Xj,p,G + rand(Xj,p,G −Xj,k,G)
if f(Xj,p,G) < f(Xj,k,G)
Xj,p,G + rand(Xj,k,G −Xj,p,G)
if f(Xj,k,G) < f(Xj,p,G)

(17)

If the �tness value of p-th learner (Xnew
j,p,G) is

better than that of the existing one (Xj,p,G), it
will be allowed to the next generation, otherwise
Xj,p,G will be unchanged in the population. The
procedure of both the two operators is run until
the stopping criterion is reached.

Fig. 1: Sketch of a 4-storey steel frame model.

4. NUMERICAL
EXAMPLE

In this section, we consider a 4-storey (3 bay)
steel 2D frame [24], as shown in Fig. 1. The
FE model of this structure is implemented by
using two-dimensional frame elements that have
two translational DOFs and one rotational DOF
at each node. The whole FE model consists of
28 elements with 20 nodes. The cross-section
of all members is equal to A = 0.04 m2. The
mass density of material and modulus of elas-
ticity are ρ = 7860 kg/m3 and E = 200 GPa,
respectively. Two damage scenarios including
single and multiple damage sites are simulated.
The details of both damage cases are summa-
rized in Tab. 1. Here, damage is considered in
form of a reduction in sti�ness of selected mem-

bers, i.e. K =
Ne∑
e=1

(1− ae)Ke, in which Ke and

K are the sti�ness matrix of the e-th element
and the global sti�ness matrix of damaged struc-
ture, respectively; and ae denotes the damage
ratio of the e-th element that is bounded in the
range [0, 1]. In this study, the only �rst �ve nat-
ural frequencies and corresponding mode shapes
are employed for the structural damage diagno-
sis problem.

In order to investigate the capability of the
proposed approach, a comparison between the
present TLBO algorithm and di�erential evolu-
tion (DE) algorithm is conducted for the two
scenarios with and without measurement noise.
Note that the common control parameters of two
optimization algorithms involving the popula-
tion size, maximum integration and stop crite-
rion are set to 30, 2000 and 10−6, respectively;
whereas the remaining parameters of DE are re-
ferred to [25]. The added noise level on mea-
sured data is set to ±5% noise in mode shapes
and ±1% noise in natural frequencies [12]. To
fairly compare the robustness of the considered
optimization algorithms, each algorithm is run
10 independent times for each test scenario.

It is generally considered that a good dam-
age identi�cation method is one which requires a
minimum number of measured DOFs to conduct
damage predictions in structures. In real practi-
cal situations, it is generally di�cult and expen-
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Table 1. Single and triple damage scenarios induced in the steel 2D structure.

Scenario 1 Scenario 2

Element No. Damage ratio Element No. Damage ratio

12 0.25 01 0.20

8 0.30

21 0.20

(a)

(b)

(c)

Fig. 2. Comparison of damage detection results obtained from two optimization algorithms for case 1 of the

frame: (a) without noise, using 32 translational DOFs; (b) with noise, using 32 translational DOFs; (c) with noise,

using 20 translational DOFs.

sive to measure rotational DOFs. To meet this
requirement, in this present example, we assume
that only translational DOFs could be measured.
Thus, the translational DOFs are selected as the
master DOFs that are considered for sensor in-
stallation to collect data. Here, for case study
1, we supposed that all translational DOFs (32
DOFs) are measured, and then for case study 2,
only translational DOFs at nodes 2, 3, 4, 5, 6,

15, 16, 17, 18 and 19 are selected as 20 transla-
tional measured DOFs.
The average values of damage ratio of 28 el-

ements achieved by the two optimization algo-
rithms for scenario 1 and 2 are reported in Fig.
2 and Fig. 3, respectively. The results show that
in both case study, the assumed damages in the
frame structure are localized properly by these
two algorithms for both damage cases, element
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(a)

(b)

(c)

Fig. 3. Comparison of damage detection results obtained from two optimization algorithms for case 2 of the

frame: (a) without noise, using 32 translational DOFs; (b) with noise, using 32 translational DOFs; (c) with noise,

using 20 translational DOFs.

12 in case 1 and elements 1, 8 and 21 in case
2. Also from these �gures, one can �nd that:
(1) the outcomes of both the two algorithms are
very similar, (2) the presence of noise in mea-
surement data lead to the decrease of the accu-
racy of damage identi�cation results.
For further investigation of two chosen algo-

rithm, the statistical results of damage estima-
tion involving the mean value, standard devia-
tion and the average number of structural analy-
ses for both damage scenarios are summarized in
Tab. 2. The statistical results indicate that even
under case study 2 with noise-contaminated con-
ditions, two algorithms can determine the degree
of damaged elements with an acceptable accu-
racy. Particularly, for case study 1 with noise,
the mean error between obtained average dam-

age ratios and the actual damage ratios by the
DE and TLBO algorithm are 5.94% and 5.63%,
respectively, while those for case study 2 with
noise are 12.50%, and 12.60%, respectively. Be-
sides, the standard deviation value of damage
assessment results from the algorithms is rela-
tively small. However, relating to computational
cost, the required number of structural analy-
ses of TLBO algorithm always works with much
lower than that of DE algorithm. In addition,
it is worth to mention that the errors in the ob-
tained results can be increased when reducing
the number of measured DOFs of the structure.
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Table 2. The statistical results of damage estimation in the frame struc-
ture for both damage scenarios with and without measurement noise

DE TLBO
algorithm algorithm

Scenario Case Noise Actual Avg. Std. Avg. Avg. Std. Avg.

study level location value Dev NSA value Dev NSA

1 (32 DOFs) 0% α12 0.2471 0.0011 41259 0.2486 0.0005 6705

1 5% α12 0.2314 0.0321 45516 0.2320 0.0331 11455

2 (20 DOFs) 5% α12 0.2188 0.0373 48804 0.2179 0.0390 14555

α1 0.1987 0.0006 0.1995 0.0003

0% α8 0.2979 0.0011 40008 0.2989 0.0006 8230

1 (32 DOFs) α21 0.1989 0.0010 0.1989 0.0008

2 α1 0.1930 0.0233 0.1938 0.0237

5% α8 0.2898 0.0211 49776 0.2929 0.0212 14830

α21 0.1872 0.0176 0.1867 0.0160

α1 0.1935 0.0167 0.1936 0.0168

2 (20 DOFs) 5% α8 0.2900 0.0230 47505 0.2895 0.0227 16635

α21 0.1822 0.0189 0.1812 0.0198

Avg. value = average value of damage ratio with respect to f ; Std. Dev = standard deviation
with respect to f ; Avg. NSA = average number of structural analyses;

5. CONCLUSIONS

In this article, a damage diagnosis method based
on a combination of optimization procedure and
model reduction technique, which deals with in-
complete modal data, is proposed. In the pro-
posed approach, the damage detection process
is conducted by minimizing a hybrid objective
function solved via teaching-learning-based op-
timization (TLBO) algorithm. In addition, due
to the use of incomplete modal data, improved
reduction system (IRS) technique is adopted to
condense the mass and sti�ness matrices of the
structure. To evaluate the performance of the
proposed damage identi�cation method, a 4-
storey (3 bay) steel plane frame as a numerical
example involving single and multiple damage
scenarios is conducted. Moreover, the presence
of environmental noise in incomplete measure-
ments on the accuracy of the proposed approach
is also examined. Based on the presented results,
some concluding remarks can be withdrawn as
follows

• Both the TLBO and DE algorithms can of-
fer quantitative estimation of damage loca-
tions and its levels with satisfactory preci-
sion, and also provide the same level of pre-
cision, regardless of incomplete and noisy-

contaminated measurements. However, the
TLBO algorithm always has the fewer num-
ber of structural analyses than the DE al-
gorithm.

• The presented method is a simple and prac-
tical approach to the problem of damage lo-
calization and quanti�cation in frame struc-
tures when limited measurement points are
available. Nevertheless, the capability of
the proposed method requires further stud-
ies for dealing with more complicated struc-
tures and an experimental test is necessary
to �nd out how well the proposed method
works under the e�ect of operational and
environmental conditions.
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