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Abstract. The contrast is a major factor in�u-

encing the image quality; therefore, image con-

trast enhancement technique is more and more

widely applied in the �eld of image processing.

In this paper, a new fuzzy rule-based contrast

enhancement method using the two-steps auto-

matic clustering algorithm is proposed. Specif-

ically, based on the Automatic clustering algo-

rithm, a state-of-art method in cluster analysis

and data mining, this paper proposes a two-steps

Automatic clustering method to determine the

number of fuzzy sets and locate the critical point

in membership functions so that they are suit-

able for the distribution of pixel intensity values.

The experiments on the �Lena� image and other

natural images demonstrate that the new method

can e�ectively enhance the contrast of the images

and meet the demands of human eyes perception

at the same time.
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1. Introduction

The contrast of an image is the di�erence in lu-
minance or intensity and is a very important
characteristic which decides the quality of im-
age [1]. The contrast enhancement (CE) tech-
nology is an indispensable and essential tech-
nique to improve the image quality and visual
e�ect so that the processed image can be better
than the original image. It is applied in medi-
cal image processing, remote sensing and digital
image processing and so forth.

In literature, there exist several CE techniques
that have been proposed for image contrast en-
hancement. The simplest method is the global
stretching or normalization technique. Given
an original image, with the intensity values in
the interval [a, b], this method enhances the im-
age by normalizing the intensity values to the

new interval
[
a

′
, b

′
]
,
(
a

′ ≤ a < b ≤ b′
)
. How-

ever, because this method only utilizes a lin-
ear scaling function to the image, the enhance-
ment is less harsh. Another technique which
is commonly used in contrast enhancement is
histogram equalization [2]. This method trans-
forms a low contrast image to high contrast im-
age by distributing the components of the his-
togram to cover a wide range of gray scale, which
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approximates uniform distribution. Some re-
lated histogram based enhancement methods,
which were introduced, such as bi-histogram
equalization, multi-histogram equalization, con-
trast limited adaptive histogram equalization,
histogram speci�cation, etc. [3�8]. Nevertheless,
histogram equalization and its related works
have a drawback when the mean intensity value
of the image is shifted to the middle gray-level
of the intensity range and may be unsuitable for
the human eyes perception. Thus, histogram
equalization based techniques are not useful in
the case where brightness preservation is re-
quired [9].

In 1965, Zadeh �rst established the founda-
tion of fuzzy set theory where everything is a
matter of degree [10]. Fuzzy logic not only rec-
ognizes true and false values but also is useful for
propositions that can be represented with vary-
ing degrees of truth and falseness. Fuzzy logic
has �lled an important gap in engineering design
methods left vacant by purely mathematical ap-
proaches. As a result, fuzzy logic has become
a well-established topic in both theoretical and
practical aspects [11�16]. In image processing,
fuzzy rule-based contrast enhancement is one of
the most e�cient methods for gray/color image
contrast enhancement. Generally, a CE tech-
nique using fuzzy logic approach consists of three
steps: fuzzi�cation, modi�cation and defuzzi�-
cation [9]. In fuzzi�cation step, the membership
functions are established to transform the im-
age intensity values to the membership degrees
whose value ranges between 0 and 1. In the mod-
i�cation step, the membership values are then
combined with the de�ned fuzzy set operations
to get the weight of each fuzzy rule. In defuzzi-
�cation step, based on the de�ned methods, the
quali�ed output results are combined so that
the crisp output is received. According to these
steps, numerous e�ective fuzzy logic algorithms
were proposed for image contrast enhancement
with di�erent number of fuzzy sets and di�er-
ent kinds of fuzzy membership functions. Has-
sanien et al. [17] utilized three fuzzy sets: dark,
gray and bright combined the triangular mem-
bership functions to transform the intensities
into fuzzy sets; Kannan et al. [1] utilized three
fuzzy sets combined the Gaussian membership
function; Kansal and Nitin Kumar [18], utilized

two fuzzy sets: dark and bright combined the
ramp Gaussian membership function; Preethi
[19] utilized two fuzzy sets combined the square
or cube membership functions; Yun et al. [20]
utilized one fuzzy set with two di�erent kinds
of membership function based on the threshold
m. Obviously, the key to the fuzzy rule-based
contrast enhancement is setting up suitable pa-
rameters such as the number of fuzzy sets, the
value of critical points, the shape of member-
ship functions, etc. Although above methods
have contributed to enhancing image, the num-
ber of fuzzy sets, the choice of membership func-
tions and the value of critical points have been
�xed according to the experiences. Hence, these
methods are not suitable when dealing with var-
ious kinds of images. For instance, given an
image has two areas including bright and dark
domains, the method utilizing three fuzzy sets
may present a low performance. This problem is
mentioned and overcome by [21]. However, the
fuzzy clustering method, FCM, of [21] just con-
tributed to determining the critical points but
did not identify how many parts (fuzzy sets) the
image contains.

In order to �ll the researched gaps mentioned
above, in this paper, we stress on the importance
and necessity of having an automatic method for
contrast enhancement and propose a new fuzzy
rule-based contrast enhancement method using
the two-steps automatic clustering algorithm.
The automatic clustering algorithm (AC) [22],
which has been an interesting issue in recent
years [22�28], has e�ectively solved the problems
about determining the number of clusters and
the cluster centroids. Based on this character-
istic, the AC can be directly performed for de-
termining the number of fuzzy sets and locating
the critical points in CE technique. Neverthe-
less, to the best of our knowledge, none of the
previous study has investigated a CE technique
using the AC. In case of one-dimension, the AC
is an algorithm with complexity O(n2); there-
fore, it is vulnerable to a huge number of vari-
ables, namely, in case of CE, the number vari-
ables or the number of pixels is too huge to apply
the AC. We, at �rst, also try to apply the origi-
nal AC to CE but it leads to a large amount of
calculation. Consequently, the basic objective of
this paper is not only to automatically determine
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the number of fuzzy sets and locate the critical
points but also to signi�cantly reduce the com-
putational cost and has a good real-time perfor-
mance. Therefore, we propose a new method,
called the two-steps Automatic clustering algo-
rithm (2-AC), for determining the number of
fuzzy sets and locating the critical points that
would next be utilized in CE techniques. The
new method mainly includes two steps. In the
�rst step, we divide the whole image into slid-
ing windows and apply the AC to each sliding
window to get the local centroids. In the sec-
ond step, the AC continues to be applied to the
set of all local centroids to obtain the �nal cen-
troids or the critical points position. Based on
the number of obtained centroids, the number of
fuzzy sets is also determined. In the best case,
the 2-AC can signi�cantly reduce the algorithm
complexity to O(n4/3). The whole new CE tech-
nique, including the phases of fuzzi�cation, mod-
i�cation and defuzzi�cation, is now denoted as
2-ACCE, is illustrated and tested by the well-
known Lena and other natural images based on
the visualization, the root mean square (RMS)
and the Measure of Enhancement (EME) crite-
ria. The obtained results show that the 2-ACCE
not only has the best RMS, EME values among
the other three conventional methods but also
well maintains the image information and makes
the enhanced image details more clear and vivid.

The rest of this paper is organized as follows.
A review of image contrast enhancement using
fuzzy logic and the criteria to evaluate the qual-
ity of the processed images is presented in Sec-
tion 2. The Automatic clustering and the pro-
posed method are presented in Section 3. The
experimental results are shown in Section 4, and
Section 5 is the conclusion.

2. Preliminary

2.1. Contrast enhancement

using fuzzy logic

In brief, the image contrast enhancement using
fuzzy logic approach has three main steps: fuzzi-
�cation, modi�cation and defuzzi�cation.

Fuzzi�cation

Given c fuzzy sets with corresponding member-
ship functions and critical points. Through the
membership functions, the input intensity val-
ues are transformed to membership degrees by
one-to-one mapping. Some typical fuzzi�cation
methods with di�erent number of fuzzy sets and
membership functions, which were designed for
image contrast enhancement, are provided by
Figure 1. For example, based on Figure 1a, a
pixel whose intensity value from 0 to 0.25 is com-
pletely assigned to the dark set, a pixel whose
intensity value from 0.75 to 1 is completely as-
signed to the bright set, a pixel point whose in-
tensity value g = 0.4 is assigned to the dark,
gray, bright sets with membership values by 0.4,
0.6, 0, respectively. Obviously, when utilizing
di�erent number of fuzzy sets, membership func-
tions and critical points, as Figure 1b, 1c, 1d, the
above intensities will obtain di�erent member-
ship degrees. Therefore, the choice of number
fuzzy sets, type of membership functions and
critical points are really important factors in-
�uencing the output contrast enhancement and
need to be paid attention to.

(a) (b)

(c) (d)

Fig. 1: Some of typical fuzzi�cation methods

Modi�cation

Without loss of generality, we suppose to have 3
fuzzy sets: dark, gray and bright. The modi�-
cation step is performed by the following rules:

• If dark then black.
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• If gray then gray.

• If bright then white.

The purpose of modi�cation step is making a
dark pixel become darker, a gray pixel become
mid-gray and a bright pixel become brighter.
For this purpose, [1] presented a simple and
e�ective method to modify the critical points:

V1 → V1
′
= 0, V2 → V2

′
= 0.5, V3 → V3

′
= 1,

where V1, V2, V3 are the critical points of the
three fuzzy sets. In general, let c be the number
of fuzzy sets in an image, the following rule is
utilized for modi�cation step:{

V1 → V1
′
= 0

Vi → Vi
′
= i/ (c− 1)

where i = 1, ..., c and the intensity value is nor-
malized to interval [0, 1].

Defuzzi�cation

The aim of this step is to generate new intensity
values. Let g is the original intensity value in
the image, the output intensity value g′ can be
calculated as follows.

g′ =

c∑
i=1

µi (g)Vi
′

c∑
i=1

µi (g)
(1)

where µi (g) denotes the membership function
value for assigning g to fuzzy set i in the fuzzi�-
cation step and Vi

′ denotes the modi�ed critical
point of fuzzy set i in the modi�cation step.

2.2. Contrast enhancement

evaluation metrics

Some criteria often used for measuring the en-
hanced image quality are presented as follows.

Weber contrast

The Weber contrast (Wc) is de�ned as:

Wc =
I − Ib
Ib

where I and Ib are respectively the object and
the background intensities.

Michelson contrast

The Michelson contrast (Mc) is de�ned as:

Mc =
Imax − Imin

Imax + Imin

where Imax and Imin are respectively the maxi-
mum and minimum intensity values in the im-
age.

Root mean square

The Root mean square (RMS) contrast is de-
�ned as:

RMS =

√∑r
i=1

∑c
j=1 Iij − µ(I)
rc

,

where r, c are the number of rows and columns of
the image, Iij is the intensity of pixel at position
(i, j), µ(I) is the mean of all the intensity values
in the entire image.

Measure of Enhancement

The Measure of Enhancement (EME) contrast
is de�ned as:

EME =
1

B1B2

B1∑
i=1

B2∑
j=1

20 ln

(
Imax
ij

Imin
ij + c

)

where B1B2 is the number of blocks the image
is divided into, Imax

ij and Imax
ij are respectively

the maximum and minimum intensity values in
block (i, j), c is a constant that help to avoid the
denominator of zero.

Among the above criteria, the Weber contrast
can be applied on the image with a large, uni-
form background; the Michelson contrast can be
applied on the image where both bright and dark
features are equivalent [19]. Hence, both of them
are not suitable for the natural images [29] but
are the source of inspiration for numerous other
criteria. The RMS contrast computes the stan-
dard deviation of image intensity; hence, it can
be considered as a measure of global contrast.
The EME, which gets inspired from the Weber
and the Michelson contrast, computes the inten-
sity variation for each block to see the contrast of
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the local area and then computes the average of
them. Therefore, the EME can be considered as
a measure of global contrast. As numerous stud-
ies before [19, 29�31], in this paper, the quality
of the enhanced image is evaluated by the RMS
and the EME, where the higher RMS and EME
indicate the higher image contrast.

3. The automatic

clustering algorithm

and the proposed

method

As mentioned above, in literature, the choice
of membership function shapes, the number of
fuzzy sets, and the location of critical points are
�xed by author experiences but are not �xed by
the number of di�erent segments of grayscale.
As a result, it makes these methods may be not
suitable when dealing with various types of im-
age. To overcome this drawback, this paper puts
forward a new fuzzy logic based contrast en-
hancement method using two-steps Automatic
clustering algorithm. The Automatic clustering
algorithm (AC), the two-steps Automatic clus-
tering algorithm (2-AC), which is a modi�cation
of the AC designed to deal with the problem of
�nding the number of fuzzy sets and the crit-
ical points in a large size image, and the new
contrast enhancement method using two-steps
Automatic clustering algorithm (2-ACCE) are
presented in the following subsections.

3.1. The automatic clustering

The Automatic clustering proposed by [22] is
one of the state-of-art data mining methods
and is being e�ciently applied in di�erent ar-
eas. This method can make discrete elements
automatically converge to the centroids of the
true clusters so that we can determine the cor-
rect number of clusters and cluster centroids in
a reasonable way. That is to say, this method
can apply to identify the actual number inten-
sity groups as well as the group centroids in an
image. Based on the obtained result, we can
determine the number of fuzzy sets as well as

the critical point locations. The original Auto-
matic clustering algorithm, AC, was proposed to
solve the problem of the fuzzy number while the
intensity value is the real number. Therefore,
this paper �rst provides the special version of
AC that only solve the problem of real number
to save the computational cost. Given data set
X = {x1, x2, . . . , xn}, the AC algorithm, the Al-
gorithm 1, divides X into k clusters, where the
number of clusters k and the cluster centroids
are determined, automatically.

The AC is a �exible algorithm due to the fact
that we not only can determine the number of
clusters automatically but also can control the
number of clusters depending on the value of λ;
hence, it is suitable for di�erent kinds of process-
ing and various applications. For instance, each
of the data points is its own cluster as λ→ 0 and
the data have only one cluster as λ→ +∞; when
having no prior information about the number
of clusters, we often choose λ = ds/10, then the
number of clusters will be determined, automat-
ically [22, 25]. In the AC algorithm, the func-
tion K decides the in�uence between vi and vj .
For example, if vi = vj then d (vi, vj) = 0 and
K = exp(0) = 1; if the distance between vi and
vj is larger than ds, K is equal to 0, that is, vi
is not a�ected by its extreme elements. In the
AC, elements move automatically according to
the impact of all the other elements, especially of
some nearest neighbors. Therefore, the elements
in the same cluster can be converged into the
same value through the iterative calculation by
Formula 2. At last, the �nal number of clusters
and the cluster centroids can be determined au-
tomatically. Thus, the AC algorithm has more
advantages compared to conventional clustering
techniques like k-means and FCM, in which the
number of clusters is user-de�ned. The auto-
matic characteristic of the AC algorithm can
be directly performed for determining the num-
ber of fuzzy sets and locating the critical points
in CE techniques. Unfortunately, the AC algo-
rithm needs to calculate the pairwise distance
between all elements of the data set for process-
ing; hence, in case of one-dimension, the AC is
an algorithm with complexity O(n2); as a result,
it is vulnerable to huge number of variables, or
the number of pixels, and is impossible to apply
to CE. We, at �rst, also try to apply the origi-
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nal AC to CE but it leads to an extremely high
computational cost. Obviously, the key is the
reducing the computational cost in the proce-
dure. Therefore, we propose another AC-based
method for determining the number of fuzzy sets
and locating the critical points that would next
be utilized in CE techniques. The new method
is presented in the following subsection.

Algorithm 1: The AC algorithm

input : X = {x1, x2, . . . , xn} and the
convergence criterion ε > 0,
which is a small positive
number

output: The number of clusters and
the cluster centroids.

Initialize t := 0 and the original

centroids as V (t) :=
{
v
(t)
1 , . . . , v

(t)
n

}
=

X = {x1, . . . , xn},
V (old) := V (t) ∗ 9999.;
while maxi d

(
v
(t)
i , v

(old)
i

)
> ε do

t := t+ 1 ;

V (old) := V (t);
Update the centroids using the
following formula:

v
(t)
i :=

N∑
j=1

K
(
v
(t)
i , v

(t)
j

)
v
(t)
j

N∑
j=1

K
(
v
(t)
i , v

(t)
j

) ,

i = 1, . . . , N (2)

where

K=

{
exp (−d/λ) if d = d (vi, vj) ≤ ds
0 if d > ds

d (vi, vj) is the Euclidean distance
between vi and vj ,

ds =
∑
i<j

d (vi, vj) /

(
n
2

)
is

average of all pairwise distance.;

end

3.2. The proposed algorithm

As mentioned above, the AC is an algorithm
with complexityO(n2). In the case of image con-
trast enhancement, n represents for the number
of pixels which can be up to hundred thousands.
Consequently, the AC algorithm is not compu-
tationally e�cient and even is unfeasible due to
the limitation of personal computer's memory.
Therefore, to improve speed and quality of CE,
we propose a two-steps Automatic clustering de-
noted as the 2-AC. Given an image of n pixels,
the 2-AC algorithm �nds the number of fuzzy
sets and locates the critical points based on the
intensity distribution of the original image. The
2-AC algorithm is presented as follows.

Algorithm 2: The 2-AC algorithm

Input: An image of n pixels, and the
convergence criterion ε > 0
which is a small positive
number

Output: the �nal cluster centroids or
critical points

Initialize centroidset := ∅;
Divide the original image into n1
disjoint sliding windows, each window
has n/n1 pixels;
for i = 1 : n1 do

Apply the AC algorithm to the
sliding window i to generate a set
of centroids Si ;
centroidset := centroidset ∪ Si.

end

Apply the AC algorithm to the
centroidset

It can be noted from the above pseudo-code
that the AC algorithm is accomplished in two
separate steps. In the �rst step, the AC al-
gorithm is utilized to �nd the centroids in n1
non-overlapped sliding windows and each slid-
ing window has n/n1 pixels. The complex-

ity of this step is T1(n) = O
(
n1(n/n1)

2
)

=

O(n2/n1). Note that, before the loop, we ini-
tialize an empty set of centroids. Each time
through the loop, we update the centroids set
by adding the centroids found in each sliding
window. This is a technique often used in �for�
loop to �nd a set of interest points. In the sec-
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ond step, the AC continues to be utilized on
the obtained centroids. Let n2 be the power of
the set of all cluster centroids obtained in the
�rst step, the complexity of the second steps is
T2(n) = O(n22). It can be implied that the pos-
sible maximum value of n2 is less than n due to
the fact that the value of λ is ds/10 and not
equal to 0. Hence, in the worst scenario as-
sumption, the whole complexity of the 2-AC is
T (n) = T1(n) + T2(n) = O

(
max(n2/n1, n

2
2)
)
<

O(n2), that is, the 2-AC complexity is less than
the original AC. In the best scenario assump-
tion, n2 = n1, the complexity of the 2-AC is
T (n) = T1(n)+T2(n) = O

(
max(n2/n1, n

2
1)
)
and

it depends on the number as well as the size of
the sliding windows.

n1
50 100 150 200 250 300 350 400 450 500 550 600

C
om

pl
ex

ity

×105

0

1

2

3

4

5

6

7

8

T1(n)
T2(n)

Fig. 2: Illustrating for the Automatic clustering output

In order to better understand that how the
complexity depends on the number of sliding
windows, Figure 2 illustrates the complexity of
the 2-AC in a speci�c case. It can be implied
from Figure 2 that some of the typical choices of
the sliding window's resolution like 3× 3, 5× 5
will lead to a large value of n1 and a high com-
plexity T2(n) in the second step as well as a high
complexity T (n) in the whole 2-AC algorithm.
Also, it can be implied that we can �nd opti-
mal value of n1 that can minimize the value of
T (n) by solving the equation T1(n) = T2(n).
In this case, the optimal choice of n1 is n2/3,
that is, the number of sliding window is n2/3,
the number of pixels in each sliding window is
n1/3 and the whole complexity of the 2-AC is
now O(n4/3), which can reduce the computa-
tional cost, signi�cantly. In practice, the value

Tab. 1: Some of common standard digital image sizes
and the approximate optimal window sizes

Photo image size Sliding window size
1024× 768 10× 10
800× 600 9× 9
512× 512 8× 8
460× 308 7× 7
320× 240 6× 6
256× 240 6× 6
240× 160 6× 6
220× 148 6× 6

of n1/3, the optimal number of pixels in each
sliding window, is usually not an integer, and
therefore this choice is unfeasible. Consequently,
for the convenience of computation, the window
size of N × N should be chosen by minimizing
the value of |n1/3 − N2|, where N is a positive
integer number. For example, a window size of
6 × 6 should be con�gured for an image of size
220 × 148 because n = 220 ∗ 148 = 32560 and
|n1/3 − N2| = |325601/3 − 62| ' 4.07, which is
the minimum of |n1/3 −N2| (the corresponding
values of |n1/3 − N2| for N = 5 and N = 7
are 6.93 and 17.07, respectively). Some of the
common standard digital image sizes and the
approximate optimal window sizes are given in
Table 1.

Using the 2-AC algorithm, based on the �nal
centroids, we can determine the number of fuzzy
sets k and the critical points in k membership
functions. The whole procedure for the 2-ACCE
is presented in the following pseudo-code.

Algorithm 3: The 2-ACCE algorithm

Input: an image of n pixels and the
convergence criterion ε > 0,
which is a small positive
number

Output: the enhanced image

Utilize the 2-AC algorithm in the
whole image for determining the
number of fuzzy sets and locating the
critical points;
Perform the fuzzi�cation phase;
Perform the modi�cation phase;
Perform the defuzzi�cation phase;
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4. Experimental results

In this section, this article presents two exper-
iments to illustrate and test the performance
of the 2-ACCE algorithm. Speci�cally, Exper-
iment 1 illustrates in detail the 2-ACCE algo-
rithm when performing for the well-known im-
age, the �Lena�; Experiment 2 summarizes the
performance of the new method when applied to
other natural images in Contrast Enhancement
Evaluation Database (CEED2016) [29, 32, 33].
In each experiment, the proposed method is
compared with other conventional methods of
[1, 17, 20]. This paper uses both global measure
as the Root mean squared (RMS) contrast and
local measure as the measure of enhancement
(EME) to assess the e�ectiveness of the compar-
ative methods, where higher values of the RMS
and EME indicate that better quality the image
has. The results are presented as follows.

4.1. Experiment 1

In this experiment, the 2-ACCE is applied to
the well-known image �Lena� of size 256 × 240
(see Figure 3a). Based on Table 1, the image
is divided into non-overlapping windows of size
6 × 6. Using the 2-AC algorithm, we obtain
three �nal centroids: v1 = 0.381, v2 = 0.467,
v3 = 0.553. Therefore, in the Fuzzi�cation step,
we can establish three membership functions as
Figure 3c and transform the image data from
gray level domain to the fuzzy membership do-
main using membership functions. According to
[1], in the Modi�cation step, the critical points
are modi�ed as V1 → V

′

1 = 0, V2 → V
′

2 = 0.5,
V3 → V

′

3 = 1. In defuzzi�cation step, using For-
mula (1), we transform the the membership val-
ues back into the gray level intensities to achieve
the enhanced image as Figure 3b.

Table 2 compares the enhanced images pro-
cessed by the 2-ACCE and other methods. It
can be seen that the enhanced image by [17] is
better than that by [1], which is overall not clear.
The Yun's method [20] produces largest RMS
and EME as compared to the others whereas the
2-ACCE ranks second. However, the enhanced
image by the Yun's method is excessively en-
hanced; as a result, it omits color, and the de-

(a) The original image of �Lena�

(b) The enhanced image

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

v1=0.381

v2=0.467

v3=0.553

(c) The fuzzy sets and critical points

Fig. 3: Experiment 1
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tails are weakened. On the other hand, the 2-
ACCE can e�ectively enhance the contrast of
the image with the large RMS and EME, at the
same time, it can retain the color information of
the original image and improve the visual e�ect.
Compared with the other enhanced images in
Table 2, the enhanced image by the 2-ACCE is
more brightened and natural looking. Based on
the experimental analysis, the 2-ACCE seems to
be feasible at �rst and can be further applied to
di�erent natural images in the next experiment.

4.2. Experiment 2

In this experiment, the 2-ACCE contin-
ues to be tested with other natural im-
ages under several conditions of light and
background intensity. Speci�cally, the 2-
ACCE and other methods are utilized to en-
hance the quality of images which are made
publicly available to the research commu-
nity at http://wwwl2ti.univ-paris13.
fr/site/index.php/en/CEED2016. Fig-
ure 4 shows the four original and enhanced im-
ages by the proposed method. According to hu-
man eyes perception, it can be seen that the 2-
ACCE algorithm can advance the visibility of all
the original images. Furthermore, the 2-ACCE
ensures the detail preserving capability; for in-
stance, small details, like the white spots on the
dogs in the Image 2, are preserved and look very
clear. Table 3 shows the comparisons of the
RMS and EME between the 2-ACCE and other
conventional methods for the four images. It
can be seen that the proposed method provides
the highest RMS and EME for all enhanced im-
ages in the experiment. That is to say, the 2-
ACCE can enhance both the global and local
contrast. Based on the qualitative and quanti-
tative analyses, it can be implied that the 2-AC
has been successfully applied to the CE and the
2-ACCE method not only has outperformed ex-
isting methods in this experiment but also has
provided good visual representation.

5. Conclusion

This paper proposes a fuzzy rule-based con-
trast enhancement method using two-steps Au-
tomatic Clustering algorithm. In the �rst step,
the new method performs the Automatic clus-
tering to obtain the centroids in non-overlapped
sliding windows and combines them together.
In the second step, the Automatic clustering is
again applied to the combined centroids set to
get the �nal centroids. Based on the �nal cen-
troids, the number of fuzzy sets and the critical
points of membership functions can be deter-
mined and then applied to CE to obtain the en-
hanced image. The experimental results demon-
strate that the new method can e�ectively en-
hance the contrast of the images and, at the
same time, gives better visual quality images.
For future work, it is necessary to apply the pro-
posed method to color image contrast enhance-
ment.
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