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Abstract. With the recent advances in the
variational multiscale (VMS) methods, compu-
tational �ow analysis in aerospace, energy and
transportation technologies has reached a high
level of sophistication. It is bringing solution
in challenging problems such as aerodynamics of
parachutes, thermo-�uid analysis of ground ve-
hicles and tires, and �uid�structure interaction
(FSI) analysis of wind turbines. The compu-
tational challenges include complex geometries,
moving boundaries and interfaces, FSI, turbu-
lent �ows, rotational �ows, and large problem
sizes. The Residual-Based VMS (RBVMS), Ar-
bitrary Lagrangian-Eulerian VMS (ALE-VMS)
and Space�Time VMS (ST-VMS) methods have
been successfully serving as core methods in
addressing the computational challenges. The
core methods are supplemented with special
methods targeting speci�c classes of problems,
such as the Slip Interface (SI) method, Multi-
Domain Method, and the �ST-C� data compres-
sion method. We provide and overview of the
core and special methods. We present, as exam-
ples of challenging computations performed with
these methods, aerodynamic analysis of a ram-
air parachute, thermo-�uid analysis of a freight
truck and its rear set of tires, and aerodynamic

and FSI analysis of two back-to-back wind tur-
bines in atmospheric boundary layer �ow.
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1. Introduction

With the recent advances in the variational
multiscale (VMS) methods, computational �ow
analysis in aerospace, energy and transporta-
tion technologies has reached a high level
of sophistication. It is bringing solution in
many classes of challenging problems. Exam-
ples are spacecraft parachute analysis for the
landing-stage parachutes [1], cover-separation
parachutes [2] and the drogue parachutes [3],
spacecraft aerodynamics [2], ram-air parachutes
[4], compressible-�ow spacecraft parachute aero-
dynamics [5], thermo-�uid analysis of ground
vehicles and their tires [6], �ow around tires
with road contact and deformation [7], thermo-
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�uid analysis of disk brakes [8], �ow analysis
of turbocharger turbines [9], wind-turbine aero-
dynamics and �uid�structure interaction (FSI)
[10], more speci�cally, vertical-axis wind tur-
bines [11], �oating wind turbines [12], wind
turbines in atmospheric boundary layer (ABL)
�ow [13], and fatigue damage in wind-turbine
blades [14]. The computational challenges en-
countered in these classes of problems include
complex geometries, moving boundaries and in-
terfaces (MBI), FSI, turbulent �ows, rotational
�ows, and large problem sizes.

1.1. Methods

Our core methods in addressing the com-
putational challenges are the Residual-Based
VMS (RBVMS) [15�18], ALE-VMS [19�25] and
Space�Time VMS (ST-VMS) [6, 26, 27]. meth-
ods. We supplement the core methods with
a number of special methods targeting spe-
ci�c classes of problems. The special methods
used in combination with the ST-VMS include
the ST Slip Interface (ST-SI) method [8, 28],
ST Isogeometric Analysis (ST-IGA) [26, 29, 30],
Multi-Domain Method (MDM) [31], and the
�ST-C� data compression method [32]. The
special methods used in combination with the
ALE-VMS include weak enforcement of no-slip
boundary conditions [33�35] and �sliding inter-
faces� [36,37] (the acronym �SI� will also indicate
that).

We will provide an overview of the core
and special methods and present examples of
challenging computations performed with these
methods. Much of the material presented in this
review article has been extracted from [38] and
the earlier articles written by the authors.

1.2. Examples of the

challenging computations

performed

1) Aerodynamic analysis of a ram-air
parachute

This computation is from [4]. A ram-air
parachute is a parafoil in�ated by the air-

�ow through the inlets at the leading edge.
The parafoil behaves like a wing and has bet-
ter control and gliding capability compared to
a round parachute. Its usage is quite com-
mon in sports parachuting and special-purpose
parachuting that requires good gliding control
and landing precision. Their usage is less com-
mon at larger sizes, and experience with their
design, testing and performance evaluation be-
comes less and less as the size increases. Wind
tunnel testing is not an option for very large
ram-air parachutes, and drop tests would be
very costly. That generated a demand for com-
putational analysis and motivated the develop-
ment of methods for reliable analysis (see, for
example, [39]).

Reliable analysis of ram-air parachutes, at any
practical size, involves a number of computa-
tional challenges. They include accurate repre-
sentation of the parafoil geometry, fabric poros-
ity and the complex, multiscale �ow behavior
encountered in this class of problems. The FSI
between the parachute and the air�ow is an-
other computational challenge, with the chal-
lenge level increasing with the parachute size.
Ram-air parachute computations were the earli-
est reported 3D, coupled parachute aerodynam-
ics and parachute dynamics computations [40]
with the ST-SUPS, and among the earliest re-
ported 3D parachute FSI computations [39] with
the ST-SUPS.

Here we use the ST-VMS and ST-SI-IGA. We
use a special-purpose NURBS mesh generation
techniques for the parachute structure and the
�ow �eld inside and outside the parafoil. The
special-purpose mesh generation techniques en-
able NURBS representation of the structure and
�uid domains with signi�cant geometric com-
plexity. The test computations we present from
[4] are for building a starting parachute shape
and a starting �ow �eld associated with that
parachute shape, which are the �rst two key
steps in FSI analysis.

2) Thermo-�uid analysis of a freight
truck and its rear set of tires

This computation is from [6]. Increasing the
accuracy in calculating the heat transfer rates
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from the tires is the main objective. The mul-
tiscale challenges are due to the turbulent na-
ture of the �ow and due to the tires being rather
small compared to the entire truck. The thermo-
�uid�structure analysis of a tire is very complex.
Here, we assume that the tire temperature is
given. This assumption is justi�ed because the
tire temperature depends on the driving history,
which represents a much longer time scale com-
pared to the time scale of the surrounding air.
To make the point, the truck body is 12 m long,
and at a driving speed of 80 km/h, a �uid par-
ticle takes only 0.54 s to travel the full length of
the truck. With that, we can decouple the prob-
lem into thermo-�uid analysis and tire thermo-
structure analysis. Here we focus only on the
thermo-�uid part.

In our thermo-�uid analysis, the road-surface
temperature is higher than the free-stream tem-
perature, and the tire-surface temperature is
even higher. The analysis includes the heat from
the engine and exhaust system. This is done
with a reasonably realistic representation of the
rate by which that heat transfer takes place and
the surface geometry of the engine and exhaust
system over which the heat transfer takes place.
The analysis also includes the heave motion of
the truck body, prescribed as a periodic motion
with a given semi-amplitude and frequency.

3) Aerodynamic and FSI analysis of
two back-to-back HAWTs in
turbulent ABL �ow

This computation is from [41]. To obtain high-
�delity predictive simulation results for wind
turbines, 3D modeling is essential. However,
simulation of wind turbines at full scale en-
genders a number of challenges. The �ow is
fully turbulent, requiring highly accurate meth-
ods and increased grid resolution. The pres-
ence of boundary layers, where turbulence is cre-
ated, complicates the situation further. Wind-
turbine blades are long and slender structures,
with complex distribution of material proper-
ties, for which the numerical approach must
have good e�ciency and approximation power,
and avoid locking. Wind-turbine simulations in-
volve moving and stationary components, and
the �uid�structure coupling must be accurate,

e�cient and robust to preclude divergence of the
computations.

Additional modeling challenges stem from re-
alistic scenarios of wind turbines arranged in ar-
rays, and operating in complex turbulent ABL
�ows with a wide range of energy-containing
scales and in di�erent atmospheric stability
regimes. Wind turbines positioned downstream
operate in the wakes generated by upstream
turbines, and have been observed to generate
less power compared to the upstream turbines.
In addition, downstream turbines experience
higher variations in aerodynamic loads, which
tend to shorten their fatigue life, leading to pre-
mature blade failure. Depending on the atmo-
spheric stability regime, spacing between tur-
bines, the underlying surface topology, turbu-
lence intensity, and wind direction and speed,
the power-generation de�cit for the downstream
turbines may be as high as 40%.

We adopt the MDM technique to carry out
the aerodynamic and FSI simulations of two full-
scale, back-to-back HAWTs operating in a stably
strati�ed ABL. The simulations produce novel
data for the rotor structural response as it op-
erates in shear �ow induced by thermal strati-
�cation. The simulations also clearly show the
evolution of the upstream-turbine wake leading
to a velocity de�cit responsible for a 15% drop
in the downstream-turbine e�ciency.

1.3. Outline of the remaining

sections

We provide the governing equations in Section 2.
The core and special methods are described in
Sections 3�11. In Sections 12 and 13, as ex-
amples of ST computations, we present aero-
dynamic analysis of a ram-air parachute and
thermo-�uid analysis of a freight truck and its
rear set of tires. In Section 14, as an example of
ALE computations, we present aerodynamic and
FSI simulations of two full-scale, back-to-back
HAWTs operating in a stably strati�ed ABL.
The concluding remarks are given in Section 15.
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2. Governing equations

2.1. Incompressible �ow with

thermal coupling

The Navier�Stokes equations of incompressible
�ows with thermal coupling and Boussinesq ap-
proximation and the thermal-transport (energy)
equation can be written on the spatial domain
Ωt as

ρ

(
∂u

∂t
+ u · ∇∇∇u− f

)
−∇∇∇ · σσσ = 0, (1)

∇∇∇ · u = 0, (2)

ρCp

(
∂θ

∂t
+ u · ∇∇∇θ

)
−∇∇∇ · (κ∇∇∇θ) = 0, (3)

where

ρf = ρ (1− βθ (θ − θref))aGRAV. (4)

In the momentum equation, ρ, u and f are the
density, velocity and body force. The stress ten-
sor σσσ(u, p) = −pI+ 2µεεε(u), where p is the pres-
sure, I is the identity tensor, µ = ρν is the vis-
cosity, ν is the kinematic viscosity, and the strain
rate εεε(u) =

(
∇∇∇u + (∇∇∇u)T

)
/2. In the energy

equation, Cp, θ and κ are the constant-pressure
speci�c heat, temperature and thermal conduc-
tivity. In the expression for the body force, βθ,
θref and aGRAV are the thermal-expansion coef-
�cient, reference temperature and gravitational
acceleration. In this mathematical model, ρ and
Cp are assumed to be constants.

The essential and natural boundary condi-
tions associated with Eq. (1) are represented as
u = g on (Γt)g and n · σσσ = h on (Γt)h, where
(Γt)g and (Γt)h are complementary subsets of
the boundary Γt, n is the unit outward normal
vector, and g and h are given functions. The
essential and natural boundary conditions asso-
ciated with Eq. (3) are represented as θ = gθ
on (Γt)gθ , and κn · ∇∇∇θ = q on (Γt)hθ

, where
(Γt)gθ and (Γt)hθ

are complementary subsets of
the boundary Γt, and gθ and q are given func-
tions.

Remark 1. If the space �1� in Eq. (4) is omit-
ted, then p represents the pressure after the
static-�uid part at θref is subtracted.

In deriving the multiscale ST formulation as-
sociated with Eqs. (1)�(3), we �nd it more con-
venient to start from the conservation-law form
of the momentum and energy equations:

∂(ρu)

∂t
+∇∇∇ · (uρu)− ρf −∇∇∇ · σσσ = 0, (5)

∂(ρCpθ)

∂t
+∇∇∇ · (uρCpθ)−∇∇∇ · (κ∇∇∇θ) = 0. (6)

2.2. Structural mechanics

In this article we will not provide any of our for-
mulations requiring �uid and structure de�ni-
tions simultaneously; we will instead give refer-
ence to earlier journal articles where the formu-
lations were presented. Therefore, for notation
simplicity, we will reuse many of the symbols
used in the �uid mechanics equations to repre-
sent their counterparts in the structural mechan-
ics equations. To begin with, Ωt ⊂ Rnsd and
Γt will represent the structure domain and its
boundary. The structural mechanics equations
are then written, on Ωt and ∀t ∈ (0, T ), as

ρ

(
d2y

dt2
− f

)
−∇∇∇ · σσσ = 0, (7)

where y and σσσ are the displacement and Cauchy
stress tensor. The essential and natural bound-
ary conditions for Eq. (7) are represented as y =
g on (Γt)g and n · σσσ = h on (Γt)h. The Cauchy
stress tensor can be obtained from

σσσ = J−1F · S · FT , (8)

where F and J are the deformation gradient
tensor and its determinant, and S is the sec-
ond Piola�Kirchho� stress tensor. It is obtained
from the strain-energy density function ϕ as fol-
lows:

S ≡ ∂ϕ

∂E
, (9)

where E is the Green�Lagrange strain tensor:

E =
1

2
(C− I) , (10)

and C is the Cauchy�Green deformation tensor:

C ≡ FT · F. (11)
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From Eqs. (9) and (10),

S = 2
∂ϕ

∂C
. (12)

3. ST-VMS and ST-SUPS

The ST-VMS and ST-SUPS are versions of
the Deforming-Spatial-Domain/Stabilized ST
(DSD/SST) method [42�44], which was in-
troduced for computation of �ows with mov-
ing boundaries and interfaces (MBI), includ-
ing FSI. The ST-SUPS is a new name
for the original version of the DSD/SST,
with �SUPS� re�ecting its stabilization compo-
nents, the Streamline-Upwind/Petrov-Galerkin
(SUPG) [45] and Pressure-Stabilizing/Petrov-
Galerkin (PSPG) [42] stabilizations. The ST-
VMS is the VMS version of the DSD/SST.
The VMS components of the ST-VMS are from
the residual-based VMS (RBVMS) method [15�
18]. The �ve stabilization terms of the ST-
VMS include the three that the ST-SUPS has,
and therefore the ST-VMS subsumes the ST-
SUPS. In MBI computations the ST-VMS and
ST-SUPS function as a moving-mesh methods.
Moving the �uid mechanics mesh to follow an
interface enables mesh-resolution control near
the interface and, consequently, high-resolution
boundary-layer representation near �uid�solid
interfaces. Because of the higher-order accuracy
of the ST framework (see [26,27]), the ST-SUPS
and ST-VMS are desirable also in computations
without MBI.

The ST-SUPS and ST-VMS have been ap-
plied to many classes of challenging FSI, MBI
and �uid mechanics problems (see [46] for
a comprehensive summary of the computa-
tions prior to July 2018). The classes of
problems include spacecraft parachute analysis
for the landing-stage parachutes [1, 22, 47�49],
cover-separation parachutes [2] and the drogue
parachutes [3, 50, 51], wind-turbine aerodynam-
ics for horizontal-axis wind-turbine rotors [22,
52�54], full horizontal-axis wind-turbines [55�
58] and vertical-axis wind-turbines [28, 59, 60],
�apping-wing aerodynamics for an actual locust
[22, 29, 61, 62], bioinspired MAVs [56, 57, 63, 64]
and wing-clapping [65, 66], blood �ow analy-
sis of cerebral aneurysms [56, 67], stent-blocked

aneurysms [67�69], aortas [70�74], heart valves
[57,65,72,74�80] and coronary arteries in motion
[81], spacecraft aerodynamics [2, 82], thermo-
�uid analysis of ground vehicles and their tires
[6, 76], thermo-�uid analysis of disk brakes [8],
�ow-driven string dynamics in turbomachinery
[83�85], �ow analysis of turbocharger turbines
[9,30,86�88], �ow around tires with road contact
and deformation [7,76,89�91], �uid �lms [91,92],
ram-air parachutes [4], and compressible-�ow
spacecraft parachute aerodynamics [5, 93].

For more on the ST-VMS and ST-SUPS, see
[22]. In the �ow analyses presented here, the ST
framework provides higher-order accuracy in a
general context. The VMS feature of the ST-
VMS addresses the computational challenges as-
sociated with the multiscale nature of the un-
steady �ow. The moving-mesh feature of the
ST framework enables high-resolution computa-
tion near the truck body as it undergoes heave
motion.

4. ALE-VMS, RBVMS and

ALE-SUPS

The ALE-VMS [19�25] is the VMS version of
the ALE [94]. It succeeded the ST-SUPS [42]
and ALE-SUPS [39] and preceded the ST-VMS.
The VMS components are from the RBVMS
[15�18]. It is the moving-mesh extension of the
RBVMS formulation of incompressible turbu-
lent �ows proposed in [17], and as such, it was
�rst presented in [19] in the FSI context. The
ALE-SUPS, RBVMS and ALE-VMS have also
been applied to many classes of challenging FSI,
MBI and �uid mechanics problems. The classes
of problems include ram-air parachute FSI [39],
wind-turbine aerodynamics and FSI [10, 41, 52,
58�60, 95�99], more speci�cally, vertical-axis
wind turbines [11,59,60,100], �oating wind tur-
bines [12], wind turbines in atmospheric bound-
ary layers [13, 41, 59, 60], and fatigue damage
in wind-turbine blades [14], patient-speci�c car-
diovascular �uid mechanics and FSI [19, 101�
106], biomedical-device FSI [107�112], ship hy-
drodynamics with free-surface �ow and �uid�
object interaction [113,114], hydrodynamics and
FSI of a hydraulic arresting gear [115, 116],
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hydrodynamics of tidal-stream turbines with
free-surface �ow [117], passive-morphing FSI
in turbomachinery [118], bioinspired FSI for
marine propulsion [119, 120], bridge aerody-
namics and �uid�object interaction [121�123],
and mixed ALE-VMS/Immersogeometric com-
putations [110�112, 124, 125] in the framework
of the Fluid�Solid Interface-Tracking/Interface-
Capturing Technique [126]. Recent advances
in stabilized and multiscale methods may be
found for strati�ed incompressible �ows in [127],
for divergence-conforming discretizations of in-
compressible �ows in [128], and for compress-
ible �ows with emphasis on gas-turbine model-
ing in [129].

For more on the ALE-VMS, RBVMS and
ALE-SUPS, see [22]. In the �ow analyses pre-
sented here, the VMS feature of the ALE-VMS
addresses the computational challenges associ-
ated with the multiscale nature of the unsteady
�ow. The moving-mesh feature of the ALE
framework enables high-resolution computation
near the wind-turbine blades.

5. ALE-SI and ST-SI

The ALE-SI was introduced in [36,37] to retain
the desirable moving-mesh features of the ALE-
VMS in computations with spinning solid sur-
faces, such as a turbine rotor. The mesh cover-
ing the spinning surface spins with it, retaining
the high-resolution representation of the bound-
ary layers. The method was in the context of
incompressible-�ow equations. Interface terms
added to the ALE-VMS to account for the com-
patibility conditions for the velocity and stress
at the SI accurately connect the two sides of the
solution. The ST-SI was introduced in [28], also
in the context of incompressible-�ow equations,
to retain the desirable moving-mesh features
of the ST-VMS and ST-SUPS in computations
with spinning solid surfaces. The starting point
in its development was the ALE-SI. Interface
terms similar to those in the ALE-SI are added
to the ST-VMS to accurately connect the two
sides of the solution. An ST-SI version where the
SI is between �uid and solid domains was also
presented in [28]. The SI in this case is a ��uid�
solid SI� rather than a standard ��uid��uid SI�

and enables weak enforcement of the Dirichlet
boundary conditions for the �uid. The ST-SI
introduced in [8] for the coupled incompressible-
�ow and thermal-transport equations retains the
high-resolution representation of the thermo-
�uid boundary layers near spinning solid sur-
faces. These ST-SI methods have been applied
to aerodynamic analysis of vertical-axis wind
turbines [28,59,60], thermo-�uid analysis of disk
brakes [8], �ow-driven string dynamics in turbo-
machinery [83�85], �ow analysis of turbocharger
turbines [9, 30, 86�88], �ow around tires with
road contact and deformation [7,76,89�91], �uid
�lms [91, 92], aerodynamic analysis of ram-air
parachutes [4], and �ow analysis of heart valves
[72,74,77�80].

In another ST-SI version presented in [28]
the SI is between a thin porous structure and
the �uid on its two sides. This enables deal-
ing with the porosity in a fashion consistent
with how the standard �uid��uid SIs are dealt
with and how the Dirichlet conditions are en-
forced weakly with �uid�solid SIs. This ver-
sion also enables handling thin structures that
have T-junctions. This method has been ap-
plied to incompressible-�ow aerodynamic anal-
ysis of ram-air parachutes with fabric poros-
ity [4]. The compressible-�ow ST-SI methods
were introduced in [5], including the version
where the SI is between a thin porous structure
and the �uid on its two sides. Compressible-
�ow porosity models were also introduced in [5].
These, together with the compressible-�ow ST
SUPG method [130], extended the ST computa-
tional analysis range to compressible-�ow aero-
dynamics of parachutes with fabric and geomet-
ric porosities. That enabled ST computational
�ow analysis of the Orion spacecraft drogue
parachute in the compressible-�ow regime [5,93].

For more on the ST-SI, see [8,28]. In the com-
putations here, with the ALE-SI we are able to
handle the interaction between the spinning ro-
tor and stationary tower. The ST-SI enables
dealing with the fabric porosity of the ram-air
parachute. The porosity velocity is expressed
as a function of the pressure di�erence between
the two sides of the SI. The expression can take
di�erent forms depending on the nature of the
porosity. Here we use the form given in [4]. The
normal component of the velocity is assumed to
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be continuous, and the tangential component is
set to the tangential component of uhS, where u

h
S

is the structure velocity, and the volume �ux is
imposed with the porosity velocity taken into ac-
count (see [4] for the complete set of equations).

6. Stabilization parameters

The ST-SUPS, ALE-SUPS, RBVMS, ALE-VMS
and ST-VMS all have some embedded stabi-
lization parameters that play a signi�cant role
(see [22]). These parameters involve a measure
of the local length scale (also known as �element
length�) and other parameters such as the el-
ement Reynolds and Courant numbers. There
are many ways of de�ning the stabilization pa-
rameters. Some of the newer options for the sta-
bilization parameters used with the SUPS and
VMS can be found in [6,7,28,29,54,55,131�134].
Some of the earlier stabilization parameters used
with the SUPS and VMS were also used in com-
putations with other SUPG-like methods, such
as the computations reported in [118, 135�146].
The stabilization-parameter de�nitions used in
the computations reported in this article can be
found from the references cited in the sections
where those computations are described.

7. Discontinuity-capturing

term

The thermo-�uid analysis methods based on
the SUPG/PSPG formulation of the cou-
pled incompressible-�ow and thermal-transport
equations were presented in [44]. The meth-
ods were described in the ALE context since the
description followed a section on the ALE for-
mulation with SUPG and PSPG stabilizations
and a reader who sees the methods in the ALE
context can easily imagine them in the ST con-
text. The methods presented in [44] included
discontinuity-capturing (DC) options for both
sets of equations as well as stabilization and DC
parameters for the thermal-transport equation.
The options for the DC parameters were based
on those introduced with the �DCDD stabiliza-
tion� [43, 147, 148] and �YZβ shock-capturing�

[149�151]. These thermo-�uid analysis methods
were successfully used in [152] in a number of
2D test computations as well as in a 3D compu-
tation with a simpli�ed model of air circulation
and cooling in a small data center. A new ele-
ment length scale option applicable to the stabi-
lization parameters for both the incompressible-
�ow and thermal-transport equations were in-
troduced in [6]. The new length scale option
is applicable also to the DC parameter for the
thermal-transport equation.

In the �ow analyses presented here, we use the
YZβ shock-capturing in the thermo-�uid analy-
sis of a freight truck and its rear set of tires. We
use it for the for the thermal-transport equation.
The DC parameter is a slightly modi�ed version
of the one given in [44], which was based on the
DC parameter introduced with the YZβ shock-
capturing, with the element length scale option
introduced in [6]. The modi�cation is as given
in [6].

8. ST-IGA

The ST-IGA is the integration of the ST frame-
work with isogeometric discretization, moti-
vated by the success of NURBS meshes in spa-
tial discretization [19, 36, 101, 153]. It was in-
troduced in [26]. Computations with the ST-
VMS and ST-IGA were �rst reported in [26] in
a 2D context, with IGA basis functions in space
for �ow past an airfoil, and in both space and
time for the advection equation. Using higher-
order basis functions in time enables getting full
bene�t out of using higher-order basis functions
in space (see the stability and accuracy analysis
given in [26] for the advection equation).

The ST-IGA with IGA basis functions in time
enables, as pointed out and demonstrated in
[26, 27, 29, 61, 63], a more accurate representa-
tion of the motion of the solid surfaces and
a mesh motion consistent with that. It also
enables more e�cient temporal representation
of the motion and deformation of the volume
meshes, and more e�cient remeshing. These
motivated the development of the STNMUM
[29,55, 61, 63]. The STNMUM has a wide scope
that includes spinning solid surfaces. With
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the spinning motion represented by quadratic
NURBS in time, and with su�cient number of
temporal patches for a full rotation, the circu-
lar paths are represented exactly. A �secondary
mapping� [22, 26, 27, 29] enables also specifying
a constant angular velocity for invariant speeds
along the circular paths. The ST framework and
NURBS in time also enable, with the �ST-C�
method, extracting a continuous representation
from the computed data and, in large-scale com-
putations, e�cient data compression [6,8,32,76,
83�85]. The STNMUM and the ST-IGA with
IGA basis functions in time have been used in
many 3D computations. The classes of prob-
lems solved are �apping-wing aerodynamics for
an actual locust [22,29,61,62], bioinspired MAVs
[56,57,63,64] and wing-clapping [65,66], separa-
tion aerodynamics of spacecraft [2], aerodynam-
ics of horizontal-axis [55�58] and vertical-axis
[28, 59, 60] wind-turbines, thermo-�uid analysis
of ground vehicles and their tires [6,76], thermo-
�uid analysis of disk brakes [8], �ow-driven
string dynamics in turbomachinery [83�85], �ow
analysis of turbocharger turbines [9, 30, 86�88],
and �ow analysis of coronary arteries in mo-
tion [81].

The ST-IGA with IGA basis functions in
space enables more accurate representation of
the geometry and increased accuracy in the �ow
solution. It accomplishes that with fewer control
points, and consequently with larger e�ective el-
ement sizes. That in turn enables using larger
time-step sizes while keeping the Courant num-
ber at a desirable level for good accuracy. It has
been used in ST computational �ow analysis of
turbocharger turbines [9, 30, 86�88], �ow-driven
string dynamics in turbomachinery [84,85], ram-
air parachutes [4], spacecraft parachutes [93],
aortas [72�74], heart valves [72,74,77�80], coro-
nary arteries in motion [81], tires with road con-
tact and deformation [7, 90, 91], and �uid �lms
[91, 92]. Using IGA basis functions in space
is now a key part of some of the newest ar-
terial zero-stress-state (ZSS) estimation meth-
ods [74,154�159] and related shell analysis [160].

For more on the ST-IGA, see [4, 22, 30, 61].
In the computational �ow analyses presented
here, the ST-IGA enables more accurate repre-
sentation of the ram-air parachute geometry, in-
creased accuracy in the �ow solution, and using

larger time-step sizes. Integration of the ST-SI
with the ST-IGA enables dealing with the fab-
ric porosity of the ram-air parachute, and we will
describe the ST-SI-IGA in Section 9.

9. ST-SI-IGA

The ST-SI-IGA is the integration of the ST-
SI and ST-IGA. The turbocharger turbine �ow
[9,30,86�88] and �ow-driven string dynamics in
turbomachinery [84,85] were computed with the
ST-SI-IGA. The IGA basis functions were used
in the spatial discretization of the �uid mechan-
ics equations and also in the temporal represen-
tation of the rotor and spinning-mesh motion.
That enabled accurate representation of the tur-
bine geometry and rotor motion and increased
accuracy in the �ow solution. The IGA basis
functions were used also in the spatial discretiza-
tion of the string structural dynamics equations.
That enabled increased accuracy in the struc-
tural dynamics solution, as well as smoothness in
the string shape and �uid dynamics forces com-
puted on the string.

The ram-air parachute analysis [4] and space-
craft parachute compressible-�ow analysis [93]
were conducted with the ST-SI-IGA, based on
the ST-SI version that weakly enforces the
Dirichlet conditions and the ST-SI version that
accounts for the porosity of a thin structure.
The ST-IGA with IGA basis functions in space
enabled, with relatively few number of un-
knowns, accurate representation of the parafoil
and parachute geometries and increased accu-
racy in the �ow solution. The volume mesh
needed to be generated both inside and out-
side the parafoil. Mesh generation inside was
challenging near the trailing edge because of the
narrowing space. The spacecraft parachute has
a very complex geometry, including gores and
gaps. Using IGA basis functions addressed those
challenges and still kept the element density near
the trailing edge of the parafoil and around the
spacecraft parachute at a reasonable level.

In the heart valve analysis [72, 74, 77�80], the
ST-SI-IGA, beyond enabling a more accurate
representation of the geometry and increased ac-
curacy in the �ow solution, kept the element
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density in the narrow spaces near the lea�et con-
tact areas at a reasonable level.

In computational analysis of �ow around tires
with road contact and deformation [7, 90, 91],
the ST-SI-IGA enables a more accurate repre-
sentation of the geometry and motion of the tire
surfaces, a mesh motion consistent with that,
and increased accuracy in the �ow solution. It
also keeps the element density in the tire grooves
and in the narrow spaces near the contact ar-
eas at a reasonable level. In addition, we bene-
�t from the mesh generation �exibility provided
by using SIs. In computational analysis of �uid
�lms [91, 92], the ST-SI-IGA enabled solution
with a computational cost comparable to that of
the Reynolds-equation model for the comparable
solution quality [92]. With that, narrow gaps
associated with the road roughness [91] can be
accounted for in the �ow analysis around tires.

An SI provides mesh generation �exibility in a
general context by accurately connecting the two
sides of the solution computed over nonmatch-
ing meshes. This type of mesh generation �exi-
bility is especially valuable in complex-geometry
�ow computations with isogeometric discretiza-
tion, removing the matching requirement be-
tween the NURBS patches without loss of ac-
curacy. This feature was used in the �ow anal-
ysis of heart valves [72, 74, 77�80], turbocharger
turbines [9, 30, 86�88], and spacecraft parachute
compressible-�ow analysis [93].

For more on the ST-SI-IGA, see [4]. In the
computations presented here, the ST-SI-IGA is
used for the reasons given and as described in
the �rst paragraph of this section.

10. ST-C

The ST-C [32], which serves here as a data com-
pression method in large-scale computations, is
based on continuous temporal representation of
the computed data using NURBS basis func-
tions, with the letter �C� indicating �continu-
ous.� As we compute the �ow �eld, we store the
computed time-dependent data with the ST-C.
With the ST-C, we can represent the data with
fewer temporal control points, resulting in re-
duced computer storage cost. In one of the two

ST-C versions introduced in [32], the continuous
representation is extracted by projection from
a solution already computed. Because we use
a successive-projection technique (SPT), with a
small number of temporal NURBS basis func-
tions at each projection, the extraction can take
place as the original solution is being computed,
without the need to �rst complete the compu-
tation and store all that data. This version was
named �ST-C-SPT� in [32]. The ST-C, as a data
compression method, was used in a number com-
putations (see [6,8,76,83�85]), with applications
ranging from multiscale thermo-�uid analysis of
a ground vehicle and its tires to thermo-�uid
analysis of a disk brake, to �ow-driven string
dynamics in turbomachinery.

For more on the ST-C, see [32]. In the �ow
analyses presented here, the ST-C-SPT is used
in the thermo-�uid analysis of a freight truck
and its rear set of tires. The large time-history
data from the thermo-�uid computation over
the global domain of the MDM is stored using
the ST-C-SPT. The stored data is used in the
thermo-�uid computation over the local domain
containing the rear set of tires.

11. MDM

The MDM [31] was introduced for �ow compu-
tations where the purpose is to predict the long-
wake �ow generated by a primary object and,
in some cases, also to determine the in�uence
of this wake �ow on a secondary object placed
far downstream. In the MDM, the problem do-
main is divided into a sequence of overlapping
subdomains. The primary object is placed in
the primary subdomain. The subsequent sub-
domains are used for computing the long-wake
�ows and �ow past secondary objects. The
in�ow-boundary condition for the primary sub-
domain is the free-stream velocity. The in�ow-
boundary condition for each a subsequent sub-
domain is the velocity extracted from the sub-
domain preceding it. If the out�ow boundary of
a subsequent subdomain is also within the sub-
domain preceding it, then the stress condition
there is also extracted from the preceding sub-
domain. Computations over subdomains with
no object can be carried out with special, struc-
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tured meshes or special �ow solvers that take
into account the special nature of the mesh or
with completely di�erent �ow solvers.

The 3D applications of the MDM method in-
cluded �ow around a small wing placed in the
wake of a larger wing [31], �ow in the wake of
a circular cylinder up to 300 diameters down-
stream [161], aerodynamics [162] and FSI [163].
of a parachute crossing the far wake of an aircraft
In the case of the cylinder problem, at Reynolds
number 140, it was shown that with the MDM
the computations can be extended su�ciently
downstream, and with su�cient accuracy, to
successfully capture the second phase of the Kar-
man vortex street observed in laboratory exper-
iments. In the case of the parachute crossing the
aircraft wake, the computations were based on
the DSD/SST method, and the subdomain con-
taining the parachute was fully inside the sub-
domain preceding it.

In this article we use a spatially multiscale ver-
sion of the MDM in the thermo-�uid analysis of
a freight truck and its rear set of tires. The full
global domain serves as the primary subdomain,
and the local domain containing the rear set of
tires serves as the secondary subdomain. In this
version, the secondary subdomain is fully inside
the primary subdomain. First the thermo-�uid
computation is carried out over the global do-
main, with a reasonable mesh re�nement. The
in�ow-boundary conditions are the free-stream
velocity and temperature, the out�ow-boundary
conditions are zero stress and zero normal heat
�ux, and the conditions at the top and side com-
putational boundaries are zero normal velocity,
zero tangential stress and zero normal heat �ux.
The large amount of time-history data from the
global computation is stored using the ST-C-
SPT (see Section 10).

This is followed by a higher-resolution com-
putation over the local domain. This gives us
increased accuracy in the thermo-�uid analysis,
including increased accuracy in the heat trans-
fer rates from the tires. The boundary condi-
tions at the in�ow and top and side computa-
tional boundaries at each time step of the com-
putation are the velocity and temperature ex-
tracted from the stored global data at the cor-
responding time. The extraction is based on

evaluating the temporal NURBS representation
of the velocity at that corresponding time. At
the out�ow boundary, the stress condition is ex-
tracted from the stored global data, and the
normal heat �ux is set to zero. In general the
nodal points of the local-domain boundaries do
not coincide with the nodal points of the global
domain. Therefore, spatially, the data extrac-
tion is based on the least-squares projection.
If a local-domain boundary coincides with the
global-domain boundary, the boundary condi-
tion there is from the values speci�ed for the
global domain.

The MDM is also used in this article in the
aerodynamic and FSI analysis of two back-to-
back wind turbines in ABL �ow. It is used in
the way the MDM was originally conceived, with
the two wind turbines serving as primary and
secondary objects.

12. ST computation:

aerodynamic analysis of

a ram-air parachute

This computation is from [4].

12.1. Structural mechanics

computation

A ram-air parachute consists of three parts:
canopy, suspension lines, and stabilizers. Fig-
ure 1 shows the parachute. The canopy size
is approximately 8×3 m2. The canopy is made
of fabric, which is modeled as membrane, with
19 airfoil-shaped ribs, 17 separating the air cells
and 2 at the ends. Figure 2 shows one of the ribs.
The suspension lines, used by the parachutist
to control the parachute, are modeled as cables.
Fabric patches attached to the parachute sides
serve as stabilizers.

Figure 3 shows the undeformed con�guration,
where the membrane parts consist of mostly �at
patches. We note that in the con�guration we
selected, the suspension lines have not yet been
reeled in.
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Fig. 1: Ram-air parachute.

Fig. 2: One of the ribs.

Fig. 3: Undeformed geometry. Front (top) and side
(bottom) views.

Fig. 4: Undeformed control mesh. Front (top) and side
(bottom) views.

Figure 4 shows the control mesh in the
NURBS representation of the undeformed con-
�guration. To represent such a complex shape
or to add a cable attached to a surface, some
control points coalesce (see Figure 5). Because
of the coalescing, at some element boundaries we
have only C0 continuity. The number of control
points is 3,296, with 2,250 elements in the mem-
brane parts and 222 elements in the cables. We
use quadratic NURBS.

The structural mechanics formulation based
on the membrane and cable models (see [1]) is

Fig. 5: Undeformed control mesh with red spheres rep-
resenting the control points that coalesced.
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Tab. 1: Material properties.

Membrane Cable
Young's modulus 3.8×108 7.6×1010

(Pa)
Density (kg/m3) 5.0×102 1.4×103

Poisson's ratio 0.3 -
Thickness (in) 3×10−3 -
Cross-section area - 8.0
(mm2)

Fig. 6: Pressure di�erence for the control points of the
canopy structure mesh. Surface membranes
have been removed in the right half of the pic-
ture to make the ribs visible. The values are, in
Pa, 0 (red), 94.1 (green) and 117 (blue).

supplemented with wrinkling and slacking mod-
els (see [164]). The material properties are given
in Table 1.

In the computation, we specify the pressure
di�erence between the two sides of the parafoil
surfaces and reel the ends of the suspension lines
to the center. Figure 6 shows the pressure di�er-
ence for the control points of the canopy struc-
ture mesh. We have three di�erent values, and
they are, in Pa, 0, 94.1 and 117. The stress
vector is formed based on the control variables,
using the surface normal and interpolated value
at each surface location.

The structural mechanics solution is sym-
metrized with respect to the central vertical
plane by averaging. In addition, we apply an
upward body force to keep the parachute in an
upright position. The solution is obtained by
computing with a time-marching algorithm un-
til a steady state is reached.

Figure 7 shows, for the steady-state solution,
the control mesh and the surface represented by
that mesh.

Fig. 7: Deformed con�guration at the steady state.
Control mesh and surface represented by that
mesh.

12.2. Fluid mechanics

computations

The density and kinematic viscosity are
1.237 kg/m3 and 1.449×10−5 m2/s. The glide
speed is 12.5 m/s. The computational-domain
size is 100×100×100 m3. The parachute is lo-
cated at 30 m from the in�ow boundary.

The surface mesh is the same as the canopy
structural mechanics mesh. The volume mesh
needs to be generated both inside and outside
the parafoil. Mesh generation inside is chal-
lenging near the trailing edge because of the
narrowing space. Using NURBS meshes for
the �uid mechanics computation addresses that
challenge. This keeps the element density near
the trailing edge at a reasonable level. We cre-
ate the volume mesh in two steps: �rst we gener-
ate a mesh using the undeformed parafoil shape,
which is relatively easier, and then deform that
mesh as the parafoil deforms in the structural
mechanics computation. Figure 8 shows the
mesh obtained in these two steps. The num-
ber of control points and elements are 149,568
and 233,378. We use quadratic NURBS.

To represent the pressure jump across a
parafoil surface, the control variables on the sur-
faces have split values. The mesh deformation
is computed with the Jacobian-based sti�ening
method [165]. Volume meshes for di�erent val-
ues of the angle of attack (α), ranging from
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Fig. 8: Fluid mechanics control mesh before (top) and
after (bottom) the structural deformation.

−2.0◦ to 12◦, are obtained by deforming the
mesh for α = 0◦, and the deformation is driven
by the rotation of the parachute canopy from α
= 0◦ to the other values of α.

At the in�ow boundary we set the velocity,
based on the glide speed, to 12.5 m/s, and at
the out�ow boundary we set the stress to zero.
We use slip conditions at the lateral boundaries,
and no-slip condition on the parafoil surfaces.
We use the ST-VMS method. For the stabiliza-
tion parameters used, see [4]. The time-step size
is 5.34×10−3 s, and the number of nonlinear it-
erations per time step is 3. The number of GM-
RES [166] iterations per nonlinear iteration is
300.

Figure 9 shows the vorticity at an instant for
α = 0◦ and 12◦. Despite the coarseness of the
meshes, the solutions are smooth and capture
well the attached �ow when α = 0◦ and the sep-
arated �ow when α = 12◦. Figures 10 and 11
show the pressure coe�cient at an instant for α
= −2◦, 0◦, 2◦, 4◦, 6◦, 8◦, 10◦, and 12◦. The pic-
ture plane is cutting the 9th cell from the right,
roughly bisecting it. The scaling used in com-
puting the pressure coe�cient gives a value of
1.0 as the stagnation (i.e. maximum) pressure.
Figure 12 shows the moment coe�cient around
the parachutist and the lift/drag ratio. For each
α value, the data displayed was obtained by av-
eraging from the last 2.5 s of the computation.

0.00.0 20.0

Fig. 9: Vorticity magnitude (s−1) at an instant for α =
0◦ (top) and 12◦ (bottom).

For α= 0◦, we also compute the �ow �eld with
porosity at all parafoil surfaces except for the
top canopy surface. The porosity coe�cient is
1.5 CFM. At the top canopy surface, we enforce
the no-slip condition weakly. Figure 13 shows
the vorticity at an instant. Figure 14 shows the
normal component of the velocity at an instant.

13. ST computation:

thermo-�uid analysis of

a freight truck and its

rear set of tires

This computation is from [6].

13.1. Problem setup

Figure 15 shows the truck model and the dimen-
sions. For the tire, the diameter: 1.07 m, and
width: 0.35 m. The number of rear tires is 8. For
other tire-related dimensions, see [6]. The truck
is moving at 80 km/h, and with that, the free-
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−1.1 0.0 1.0

Fig. 10: Pressure coe�cient at an instant for α = −2◦,
0◦, 2◦, and 4◦.

stream velocity for the computational domain is
80 km/h. The road surface moves in the compu-
tational domain with the same speed. The rota-
tional velocity for the tire can be calculated from
the truck speed and tire diameter (see [6]). The
tires have axial symmetry in the computation,
and therefore we do not need a moving mesh to
represent the rotation. However, we model the
truck-body heave motion, and for that we use a
moving mesh. For details of the heave motion,
see [6]. Figure 16 shows the global domain and
its size. For details on the thermo-�uid proper-
ties and boundary conditions used in the com-
putation, including how the thermal boundary
conditions were estimated, see [6]. Figure 17

−1.1 0.0 1.0

Fig. 11: Pressure coe�cient at an instant for α = 6◦,
8◦, 10◦, and 12◦.

shows the three heat loss locations, which play
a role in those estimates.

The local domain contains the left half of the
rear tires. Figure 18 shows how it was placed.
Figure 19 shows the size of the local domain.
The boundary conditions for the local domain,
which come from the boundary conditions and
computed values of the global domain, are spec-
i�ed according to the approach described in Sec-
tion 11. For details, see [6].
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Fig. 12: Moment coe�cient (top) and lift/drag ratio
(bottom).

0.00.0 20.0

Fig. 13: Computation with porosity. Vorticity magni-
tude (s−1) at an instant for α = 0◦.

0.0 9.7

Fig. 14: Computation with porosity. Normal compo-
nent of the velocity (m/s) at an instant for α
= 0◦.

Fig. 15: Truck model. Length: 12.14 m, width: 2.41 m,
height: 3.77 m.

8.00 m

33.72 m 17.36 m

Fig. 16: Global domain.

Heat loss from the exhaust pipe endHeat loss from the engine

Heat loss from the exhaust pipe surface

Fig. 17: Heat loss locations used in specifying the
boundary conditions.

Fig. 18: Local domain containing the left half of the
rear tires.
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1.16 m

7.23 m
4.34 m

Fig. 19: Size of the local domain.

Tab. 2: Number of nodes (nn) and elements (ne) in the
global and local meshes.

nn ne

Global domain 918,753 4,857,973
Local domain 5,809,813 32,986,249

13.2. Computations and results

The number of nodes and elements in the global
and local meshes, which were both generated
with tetrahedral elements, are given in Table 2.
There are approximately 58 million unknowns
in the computation over the local domain. The
mesh near the tire is shown in Figure 20. For
more on the mesh, see [6].

The global computation is based one the ST-
SUPS, and the local computation, ST-VMS. For
the stabilization parameters and the other com-
putational conditions, see [6]. For how we store
the computed data from the global domain with
the ST-C-SPT, how we represent the heave mo-
tion, and how we move the mesh, see [6]. The
duration of the global computation is 1.56 s. The
local computation starts at 0.52 s and ends at
1.56 s.

Figures 21 and 22 show the temperature at an
instant from the global and local computations.
Figure 23 shows the Nusselt number at an in-
stant from the local computation and the time-
history of the spatially-averaged Nusselt number
from the global and local computations. Fig-
ure 24 shows the time- and circumferentially-
averaged Nusselt number from the global and
local computations. All tire-speci�c results re-
ported are for the outer leading tire. Details
on how the heat transfer coe�cient and Nusselt
number are calculated and how the circumferen-
tial averaging is done can be found in [6].

Fig. 20: Mesh resolution in the tangential and normal
directions for the global and local domains.

Fig. 21: Temperature (◦C) at t = 1.04 s from the global
computation. Color range from blue to red cor-
responds to the temperature range from low to
high.

Fig. 22: Temperature (◦C) at t = 1.04 s from the local
computation. Color range from blue to red cor-
responds to the temperature range from low to
high.
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Fig. 23: Nusselt number at t = 1.04 s from the local
computation and time-history of the spatially-
averaged Nusselt number from the global and
local computations.
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Fig. 24: Time- and circumferentially-averaged Nusselt
number from the global (left) and local (cen-
ter) computations and the pro�les (right) in
the axial direction.

14. ALE computation:

aerodynamic and FSI

analysis of two

back-to-back HAWTs in

turbulent ABL �ow

This computation is from [41].

In this section, the techniques described are
applied to the simulation of two back-to-back
NREL 5 MW wind turbines [167] operating in
ABL �ow. Each turbine has a rotor with 61 m
blades mounted on an 80 m tower and operating
at constant, �xed rotor speed of 9 rpm. This
rotor speed gives the optimal tip-speed ratio for
8 m/s wind [167], which is also the geostrophic
wind speed used in the present computations.
The material presented in this section is taken
from [41].

14.1. Computational setup and

boundary conditions

Two wind turbines are positioned one behind the
other at a distance of 480 m, which corresponds
to four rotor diameters. The wake generated
by the upstream turbine needs to be accurately
computed over a long domain before it impacts
the downstream turbine, which poses a signi�-
cant computational challenge due to a very large
problem size. To circumvent this di�culty, the
MDM (see Section 11) is adopted in the present
work to e�ciently separate the two turbine do-
mains.

In the present work the MDM is employed
as follows. The problem domain is divided
into three subdomains (see Figure 25 for dimen-
sions and notation). Domains labeled Turbine 1
and Turbine 2 contain the upstream and down-
stream turbines, respectively, and domain la-
beled Box contains the space between the tur-
bines. The three domains are simulated in a
sequential manner. Velocity and temperature
boundary conditions at the in�ow boundary of
Turbine 1, as well as lateral boundaries of all
subdomains, are obtained from a standalone 3D
LES computation of a strati�ed ABL with a
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Fig. 25: The three subdomains in the MDM wind-turbine simulation. Dimensions are in m.
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Fig. 26: Data �ow between the subdomains. Velocity and temperature collected at location 1 are applied as inlet
boundary conditions at location 2. Velocity and temperature collected at location 3 are applied as inlet
boundary conditions at location 4. At all lateral boundaries velocity and temperature boundary conditions
come from a standalone spectral/�ne-di�erence LES.

uniform grid size of 5 m. This strati�ed �ow
computational model [168], which can be run
in DNS or LES modes, makes use of a mixed
spectral/�nite-di�erence algorithm and a sub-
grid model based on dynamic eddy viscosity and
di�usivity. Nodal values of the velocity and tem-
perature boundary conditions are obtained by
interpolating the �nite-di�erence solution from
the structured grid of the LES simulation to the
unstructured grids of the wind-turbine simula-
tions. This data transfer strategy, employing
the same dataset as in the present work, was
successfully tested for the rotor-only ABL sim-
ulation in [13]. The background temperature θ̄
is set to 260 K up to 100 m with an overlying

inversion of strength 0.01 K/m for all domains.
The geostrophic wind speed is set to 8 m/s, and
the Coriolis parameter to fc = 1.39×10−4. Ve-
locity and temperature in�ow boundary condi-
tions for Box are obtained using a similar data
transfer strategy, where, in this case, the data
is obtained by interpolating the solution on a
plane positioned 10 m behind the turbine dur-
ing pure aerodynamic simulation on Turbine 1.
In�ow boundary conditions for Turbine 2 are ob-
tained by interpolating the solution on the out-
�ow plane of Box (see Figure 26 for details.)

Traction boundary conditions are prescribed
at the outlet boundaries of all subdomains. To
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generate the traction values, a simulation in
Turbine 1 is performed �rst with the wind tur-
bine removed, and with zero outlet traction
boundary conditions. The inlet tractions pro-
duced as a result of this computation, shown in
Figure 27, are then assigned as outlet boundary
conditions for all subdomains. A similar strat-
egy was successfully employed in [13], as well as
in [6] to perform a detailed thermo-�uid analysis
of the rear tires of a ground vehicle.

Pressure, (Pa) 

Fig. 27: Pressure pro�le used at the out�ow boundary
of all subdomains.

The subdomains are discretized using triangu-
lar prisms in the boundary layer region near the
wind-turbine rotors, and tetrahedra elsewhere
(see Figure 28). For Turbine 1 and Turbine
2 the boundary-layer mesh design is based on
that reported in [10]. For Turbine 1 a total of
7,824,602 elements are used with a 4 m element
length on the outer boundaries. A �ner grid res-
olution with 2 m element length is used on a
plane behind the upstream turbine where inlet
data is collected for the Box simulation. The
Box domain, which has a re�ned inner region
to more accurately represent the wake turbu-
lence, is discretized using 15,436,631 elements
The Turbine 2, with a total of 9,153,426 ele-
ments, also contains a re�ned inner region in
front of the turbine for better resolution. The
time step size is set to 10−4 s for the Turbine 1
and Turbine 2 simulations, and to 10−2 s for the
Box simulation.

14.2. Aerodynamics simulation

Pure aerodynamics simulation results, which are
also referred as �CFD,� are reported in this sec-
tion. During the CFD simulations the wind tur-

Fig. 28: Meshes used in the MDM wind-turbine aero-
dynamics and FSI simulations. Top-to-bottom:
Turbine 1, Box, Turbine 2.

bine rotor is considered as a rigid body. Fig-
ure 29 shows the velocity and temperature con-
tours on the domain center plane. No dis-
cernible discontinuity between the subdomains
is observed. A slight growth of the shear layer
from the upper edge of the upstream-turbine
rotor can also be seen in Figure 29. The bot-
tom shear layer grows much more rapidly, due
to higher turbulent mixing and presence of the
tower.

Figure 30 shows the vorticity isosurfaces.
Rotor-tip vortices of the upstream turbine
maintain a helical pattern for a distance of
about one rotor diameter. They later break up,
and eventually merge with vortices shed from
the root and tower to form larger structures
at a distance between two and three rotor
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Temperature,	
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Fig. 29: 2D slice of the air speed (top) and temperature (bottom).

Fig. 30: 3D view of the vorticity isosurfaces colored by the air speed.
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diameters (see Figure 30). These larger �ow
structures impact the downstream-turbine rotor
and tower, and break up together with the
rotor-tip vortices. The helical pattern of the
rotor-tip vortices for the downstream turbine is
only maintained for a short distance behind the
rotor. This enhanced turbulent mixing gives
a faster growth of the shear layer behind the
downstream turbine.

Remark 2. When simulating ABL �ows, the
computational domain should be large enough to
account for the wake drift due to side wind and
Coriolis force. Figure 31 shows the front view
of the vorticity isosurfaces, where the wake drift
is clearly seen. While in the present simulations
wake drift is not as signi�cant, for stronger side
winds the computational domain needs to have a
larger spanwise dimension.

Fig. 31: Front view of the vorticity isosurfaces colored
by the air speed.

Figure 32 shows the air speed, averaged over
six rotor revolutions, at di�erent locations along
the centerline as a function of the vertical coordi-
nate. Air speed pro�le at the inlet corresponds
to that imposed from the LES simulation. A
short distance past Turbine 1 the pro�le appears
distorted, and slowly begins to recover with in-
creasing distance from the upstream turbine. By
the location of Turbine 2 the pro�le begins to re-
cover up to the hub height and above the upper-
blade tip. However, qualitative di�erences w.r.t.
the in�ow pro�le, e.g., less near-ground shear
and a higher shear above the top of the upper
rotor, may be observed. In between the hub-
height and upper-blade-tip locations, one can
clearly see the velocity de�cit, which is on the

order of 1�2 m/s. This velocity de�cit leads to
the power-production drop, as discussed in the
next section.

14.3. FSI simulation

In this section we present FSI simulations of the
same MDM set-up. The wind-turbine geome-
try, materials, and mesh, which is comprised
of 13,273 quadratic NURBS shell elements, are
taken from [41]. Figure 33 shows the aero-
dynamic torque acting on each blade of the
upstream-turbine rotor, and compares the pure
aerodynamics (labeled �CFD�) and FSI results.
The FSI simulation curves exhibit low frequency
modes coming from the blade �apwise bending
motions, as well as high-frequency modes com-
ing from the blade axial torsion motions. These
modes are obviously not present in the CFD
curves, which underscore the importance of in-
cluding FSI in the wind-turbine modeling, es-
pecially if one is interested in predicting the re-
maining useful fatigue life of wind-turbine struc-
tural components (see, e.g., [14]).

Figure 34 shows a comparison of the aerody-
namic torque acting on the upstream and down-
stream turbines. The results con�rm power
losses for the downstream turbine of 10�15 %
relative to the upstream turbine, which are due
to the velocity de�cit in the upstream-turbine
wake. Also note that the amplitude of high-
frequency oscillations due to the blade torsional
motions is a little higher for the downstream tur-
bine, which is due to higher turbulence intensity
in the upstream-turbine wake than in the free
stream. The nominal aerodynamic torque from
the NREL baseline design for a uniform wind
speed of 8 m/s [167] is also plotted for compar-
ison to underscore the importance of including
realistic boundary-layer �ow in the aerodynam-
ics and FSI modeling of wind turbines at full
scale.

15. Concluding remarks

We have described how, with the VMS methods
we developed in recent years, we are address-
ing the challenges faced in computational �ow
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Fig. 32: Air speed averaged over six rotor revolutions and plotted at di�erent locations along the centerline as a
function of the vertical coordinate.
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Fig. 33: Time history of the aerodynamic torque for
each blade of the upstream turbine. Compari-
son of pure aerodynamics (labeled �CFD�) and
FSI simulation results. See Figure 25 for the
blade numbering.
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FSI simulations of the upstream (T1) and
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torque for uniform wind speed of 8 m/s
from [167] is shown for comparison.
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analysis in aerospace, energy and transporta-
tion technologies. We have described how we are
bringing solution in computationally challenging
problems such as aerodynamics of parachutes,
thermo-�uid analysis of ground vehicles and
tires, and wind turbines operating in turbulent
ABL �ows. The computational challenges in-
clude complex geometries, MBI, FSI, turbulent
�ows, rotational �ows, and large problem sizes.
Our core computational methods in addressing
the challenges are the RBVMS, ALE-VMS and
ST-VMS. The special methods used in combi-
nation with the core methods include the ALE-
SI, ST-SI, YZβ DC, ST-IGA, ST-SI-IGA, ST-
C data compression, and MDM. We described
the core and special methods. We presented,
as examples of challenging computations per-
formed with these methods, aerodynamic analy-
sis of a ram-air parachute, thermo-�uid analysis
of a freight truck and its rear set of tires, and
aerodynamic and FSI analysis of two back-to-
back wind turbines operating in thermally strat-
i�ed ABL �ow. The examples demonstrate the
power and scope of the core and special meth-
ods in computational �ow analysis in aerospace,
energy and transportation technologies.
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