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Abstract. A randomness of load demand and
plant uncertainties causes frequency deviation
i linked power plants. Based on the double-
integral sliding mode observer (DISMO) inte-
grated Honey Badger algorithm (HBA), a novel
LFC for a multi-area power plant (MAPP) is in-
troduced in this article. The main aim is to min-
imize frequency offset, finite time, and aggregate
instability of controllable loads subject to the bal-
ance of the power on the MAPP. Firstly, the sug-
gested observer is developed to ensure an exact
estimation of the actual signal for the controller
input signal. Secondly, a double-integral sliding
surface (DISS) is introduced based on estimated
signals the designed observer gains. Then, a new
SMC rule is designed to ensure finite time reach-
ability and eliminate the chattering and oscillat-
ing troubles. Thirdly, in this regard, the pro-
posed sliding surface is designed with four se-
lected parameters. Regarding this, to mazimize
the ability of the suggested SMCer, the optimized
controller parameters are determined by HBA.
The robustness of the suggested scheme is exam-
ined by various case studies on the LFC models
in a single-area power plant (SAPP) and MAPP
under different load disturbances and parameter
uncertainties.

Keywords: Honey Badger algorithm; Load fre-
quency control; FElectrical power plant; Sliding
mode control.
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1. Introduction

In the power system, with non-stop develop-
ment, the system schemes become complex due
to the randomness of load demand, different
electrical components, and plant uncertainties.
Therefore, load frequency control (LFC) is not
only mandatory to maintain stability but also
one of the important problems in improving
power quality. The key requirements of a stable
PS are the ability to maintain good operation in
the presence of load disturbances and plant un-
certainties and to maintain the load frequency
in the desired values [1,2].

There are two major objectives of LFC includ-
ing keeping the frequency of each area in the
desired range and interchanged power between
nearby areas within the allowable limit [3-5].

Various control approaches have been applied
for LFC to deal with these control problems such
as the PID method and its variation [6, 7], H-
infinity control [8], Fuzzy logic algorithm [9],
model predictive control [10], artificial intelli-
gence techniques [11], and sliding mode control
(SMC) [12-15], etc. Moreover, the most recent
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methods applied for LFC in power systems were
presented in [16-18].

SMC is well-known as one of the robust vari-
able structure controls that help the system ob-
tain high performance. Moreover, SMC is also
non-sensitive to the change of the parameter
uncertainty and load changes. Hence, SMC
is widely applied in plenty of fields including
non-linear systems [19], induction motors [20],
wind turbines [21], converter systems [22], etc.
However, the old-fashioned SMC exists some re-
strictions, so plenty of improved SMC meth-
ods have been proposed with different designs
[23-26]. In [23], a first-order SMC is suggested
to manage load frequency in MAPP under sys-
tem parameter changes, EV reserves and time
delay. However, this method still suffers chat-
tering phenomenon. Therefore, in [24, 25], Guo.
J and Huynh designed respectively the adaptive
integral higher-order SMC and a second-order
SMC via a DISS to free chattering and obtain
a smooth control signal for MAPP under vary-
ing operating conditions. Although the designed
controller is quite powerful and steady, these ap-
proaches are not very reliable because the sen-
sors highly depend on the exact measurement
of system state variables. Evidently, in a large-
scale PS, the accurate measurement of all system
states is not easy. In order to handle this prob-
lem, an SMC combined with an observer for the
LFC of MAPP is suggested in [26].

Moreover, to optimize the effectiveness and
robustness of the designed controller, many
researchers have combined SMC with meta-
heuristic algorithms. By the way, to obtain
the desired result, the SMC controller param-
eters are chosen by optimization algorithms
[14,27-30]. In [14], a higher-order SMC law
based in integral sliding surface integrated HBA
is introduced for MAPS under load disturbances
and parameter uncertainties. In [27], a Bees al-
gorithm is applied to tune the parameters of
SMC regulated LFC in a two-area PS. Once
again, in [28], Mokhtar et al suggested SMC
based on LFC for Great Britain PS integrated
Bees algorithm under load disturbances and pa-
rameter uncertainties. In addition, an SMC is
continuously designed for LFC using Grey Wolf
optimization to choose the controller parame-
ters to gain the desired performance in [29].
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Although the effectiveness of these schemes in
studies [14,27-29] is employed to the maximum
by metaheuristic algorithms, it is still limited
due to the proposed design only depending on
integral sliding surface.

In this paper, a DISMO combined with HBA
is designed for both SAPP and MAPP under
step load changes. The proposed sliding surface
has four parameters employed in the DISMC
control law. The HBA technique is combined to
gain the optimal performance for the proposed
scheme. Finally, a DISS is employed fully based
on the observer’s estimated states to ensure this
approach’s high applicability.

The key contributions of this paper are listed
below:

e The suggested controller is designed fully
based on the observer’s estimated local
states and solve limitations of measure-
ment.

e The new DISS is developed with 03 pos-
itive constants to eliminate the chattering

and oscillating troubles that exist in inte-
gral SMC.

e To gain the best controller performance,
both HBA and PSO methods have been em-
ployed to determine four controller param-
eters in each area.

e The proposed scheme is effective and power-
ful against system parameter uncertainties
and step load changes.

2.  Multi area power plant
modelling

The suggested LFC based on SAPP and MAPP
is shown in Fig. 1. Accordingly, this figure dis-
plays the model of an interconnected PS with
the suggested controller employed by the com-
bination between DISMO and HBA. From Fig.
1, the system equations in the area structure is
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introduced below

: 1 Kpy Kpy
AF, = — —AF, + —APy; — —AP
l T 1+ T Ml Ty Ll

Kp;
- EAPtie,lk

. X (1)
APy, = ———AP — AP 2
Ml Tom M1+ Ton Vi (2)

. 1 1
APy, = R AFl(t)*TWAPVZ(t)+TWAPcz
. (3)
AE; = BiKnAF + KnAPe i (4)
Ad = 2nAF, (5)
Where, AE, APVI, APNH, AEZ, and A5l il-

lustrate respectively the frequency variation,
the mechanical power, the gate/valve posi-
tion, the area control error, and finally, ro-
tor angle deviations, APy i, illustrates the in-
terconnected power, APg; represents load de-
mand change, APg; illustrates control input.
Tpi, Ty, Th illustrates respectively the power
system time constants, governor, and steam.
Kpy, Ry, K1, 8; illustrate the power system
gains. Finally, illustrates the tie-line coefficient.
According to Eq. (1)-(5), the MAPP model can
be revised as follows:

@y (t) = Aii(t) + Biui(t) + Ciewr + Dihu(t) (6)

The system state variables of MAPP are dis-
played as follows

w(t)=[ AR(t) APwi(t) APyi(t) AE(t) A5 "
From the presented equations, we are able to
identify the matrices A;, B;, Cjx, D; as follows:

- 1 Kp 1

Kpg 0 0

Tpy TPf Tp; 2w
0 7= = 0 0
_ 1 Tt i
A= T RiTy; T Ty, 0 (I !
Knp 0 0 0 KpngTu
27 0 0 0 0
r Kpi Tii
0 0000 Kol
0 0 0 0 O 0
Bi=| 7 |:Ck=1{0 0 0 0 0 ;
0 0000 —Kplx
L0 0000 0
[ _Kpi
Pl
0
D, = 0
0
. 0
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In the actual power system, the measurement
of the component values is difficult and costly.
Therefore, parameters need to be estimated or
calculated approximately. Also, state space form
of PS is updated:

(t) = Ay (t) + Bru(t) + Crpae + Dy (t)
= Ay (t) + Bu(t) + Cipey + wi(t)

] ~ -
where A; = A+ AAD, = D+ AD,,C; =
C,+ AC,,B; = B; + AB; and the unknown ma-
trices AA;(z), AB;(t) indicate by system devi-
ation, the matrices A;, B;, Cjx and D; are the
nominal values; w;(t) is assumed the total dis-
turbances estimated as below:

wi(t) = AAz (1) +ABu (1) +ACka (1) +Dithi ()

(8)
The ideal situation, some lemmas and assump-
tion are presented in this part to illustrate
the stability and feasibility of the PS and the
parameters-based LFC schemes over various
conditions,

Assumption 1: If the matrix A;, B; is con-
trollable then AA,;(t), AB(t) can be estimated.
Lemma 1 [26]: Let Y and X are realistic ma-
trices with suitable dimensions, for any scalar
u > 0, the below matrix inequality is achieved.

XTy + YTX < uXTX +pu7YTY. (9)

Lemma 2 [26]: If the matrix:

|

x) R(x)
R (x)

Q(x)

where P(z) = PT(z),Q(z) = QT (z) and R(z)
which depends on z. Hence, Q(z) > 0 and

>0

. P(z) — R(z)Q ' ()R (z) > 0.

3. Double-integral SMC

based state observer

In MAPS, a DISMO is combined with HBA to
maximize frequency controller performance. A
suggested observer is designed to correctly esti-
mate all state values completely based on system
input and output. Simultaneously, a DISMC
is designed to improve the closed-loop system’s
performance.
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Fig. 1: The structure of LFC model of MAPP.

3.1. The observer structures

In MAPP, the measurements of all system state
variables become more difficult and complex. In
this part, the state observer is introduced to
solve the estimating and observing all system
states [28]. The observer state-space equation is
determined below.

n(t) = Aida(t) + Brui(t) + Cude (8) + Lafyi(t) — 3u(1)]
h(t) = Fiaa(t)

(10)
To get the optimal performance in estimation,
we calculate observer gain (H;) via pole place-
ment approach [26] which leads the eigenvalues
(AT — CI'H)) to be placed in the negative hy-
per plane. The matrix observer gain (L;) can be
selected by using: L; = (H;)”.

Assumption 2: Eigenvalues of (4; — L;F))
could be chosen by suitable choice of (L;) when
the matrices pair [4;, F}] is observable.

3.2. The double-integral SMC

design based on state
observer.

This part introduces the structure of a DISMO
based on LFC in a MAPS. Accordingly, it
enhances the PS performance by maintain a
steady frequency according to a random distur-
bance. Also, the DISMC enhances the transient
and steady-state response with mismatched and
matched uncertainties [26] or even maintain the
PS in steady-state in the presence of non-linear
uncertainties such as GRC [30].
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Then, we suggest the double integral sliding
surface for the MAPP below:

t
Ul(fl,t) = EllGljl(t) — 5l2Gl/ (Al — BlKl)if}l(T)dT
0

t t
. / / Gi(Ar — By (r)drdr
0 0
(11)

where €;; and ;5 are the positive constants,
Gy, K, are the designed matrices. G is chosen
to ensure that G; By is invertible.

Remark 1: K is determined by using the
pole placement technique [26] which leads the
eigenvalues (A; — B;K;) to be selected in the
negative hyper plane. Differentiate o;(2;,t) in
Eq. (12) and combined with Eq. (11), we have:
01(21,t) = (en — €12) G A& (t) + e GiBrug (t)
+enGiCuk(t) + enGiLalyi(t) — hi(t)]

t
+ ElQGlBlKl :i'l(t) — 513/ GI(AI — BlKl).fl(T)dT
0

(12)
In order to obtain the MAPS stability, displayed
as (11), the DISMO law is introduced as follows

uPTIMO () = uf?(t) + ui™ (¢) (13)
where,
ul(t) = —(enGiB) H(en — e2) G A (t)
+enGiCuk(t) + enGiLilyi(t) — hi(t)]
t
— G BIK#(t) — 613/ Gi(A) — BIK)) & (T)dT}
0

(14)
and

uzgw(t) = _(SllGlBl)_l(sl Sat(al [.’fl(t)]) (15)
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where §; > 0 and

L, olf@i(t)] > 1
sat(oer[x1(t)]) = ¢ ou[@(¢)], when —1<oy[#(t)] <1
-1, al|#(t)] < —1

Proof: Constructing a Lyapunov function

N
=2 ot

So, derivative V(¢) in

(16)
(16), that we have

[(en1 — €12) G1 A (1)

+ Gien Biw(t) + Gien Cri @i (t)
+ GrenLifyi(t) — 9i(t)] — Gieie Bi K 24(t)

o B
+ 2 (o OB

DIS]V[O

. (17)
Substituting u; n (14) into V(¢) in (17),

we gain

(18)

N
=Y dillonlaa(t)]
=1

The above inequality implies that the system
trajectories of the DISMC law (11) reach the
sliding surface o;[;(t)] and keep it for later.

3.3.  Stability analysis

The stability of MAPP is illustrated in this part.
The proposed scheme concentrates on ultimate
edge of whole interest signals. The ultimate
edge can be determined by the suitable choice
of controller parameters without information of
the uncertainty edge.

It can be observed that V() < 0. We have

N
<2 llolan(0

And then, combining the second derivative of
V(t) and Eq. (16), (18), and (19), we have

(19)

V(t) < 6, 2%tV (0) (20)

where 6; = Min (6;) and n = 1,2, .., N.

(© 2024 Journal of Advanced Engineering and Computation (JAEC)

Limiting ¢ reaches infinity on two sides of (20),
it can be displayed below.

lim V(t) < 6, 2~V (0) =0

t—o0

(21)

It is easy to realize that V(¢) is bounded.
Thus, V(t) is continuous. Accordingly, prove
from equations (18), (19), and (13) that V(¢)
is bounded and V() is negative semi-definite.
By employing Barbalats (or the Lyapunov-like
lemma) [31] (18), (19), and (21), we have

lim V

t—o00

251 o[ (t

= hm NII=0 (22)

It is clearly that tlim o1[21(¢)] = 0 . Hence, by
— 00
standard linear control argument, tlim Z1(t) =0
—00

is obtained and the asymptotic stability of the
MAPS can be ensured.

Remark 1: Unlike with the traditional in-
tegral sliding surface given in [14], the double
integral sliding surface combined with HBA is
designed for both SAPP and MAPP to improve
the SAPP and MAPP’s transient performance.

4. Honey badger
algorithm

HBA is a new nature-inspired meta-heuristic al-
gorithm, it was designed based on mimicking the
hunting behavior of Honey Badger swarm. HBA
performance is superior to other algorithms pro-
posed before such as PSO, SA, L-SHADE, MFO,
CMA-ES, GOA, WOA, TEO and HHO while
examined by four engineering design problems
in practice and CEC’17 serial benchmark func-
tions.

The main difference between HBA and other
algorithms in the same class is the update pro-
cess for new solutions as presented detail in pa-
per [14]. Accordingly, there are two main stages
to this process, including 1. Ditch creating stage
and 2. Honey flavor guided stage. Two stages
will be illustrated in the sub-sections below.
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4.1.  Ditch creating stage

This stage is to support the honey badger
in identifying the prospect prey position in a
specific area by employing its smelling ability.
Meanwhile, the honey badger position is contin-
uously changed to get closer to the prey. This
behavior is shown by the equation as below:

Sy = Spp + RI x DF x C8S x Spp + RI x rd3
X & X Iy [cos(2mdy) x [1 — cos(2mdy)]|

-]

where RI is the reference information; DF is
the degree of having food while honey badger
engages the hunting process. By experiments,
the value of DF is greater than 1 and DF is set
by 6 in HBA; rds3, rdy and rds are the random
values generated in the interval between 0 and
1, respectively.

(23)
and
lifrdg < 0.5

—1, otherwise (24)

4.2.  The honey flavor guided

stage

The honey badger will combine with a navigator
called a honeyguide bird to increase the prob-
ability of success while searching for a honey
barge in a large-scale area. This kind of bird
will bring the honey badger to the point where
the beehive is located. This collaboration is il-

lustrated by following equation.
S = Spp + RI x rdy x e x[; (25)

where, rd; is a random value generated in the
interval between 0 and 1.

The whole computing execution of HBA can
be described by the flowchart in Fig 2:

5. The implementation of
the methods for the
dismo controller design

problem

In this part, the implementation of HBA will
be employed to determine the optimized param-

192

Set population size N, maximum quantity
of iteration [, other parameters such as
DF, CV, and the number of dimension (N).

Randomly create the original population
And Determine the fitness value (Fit,)

| Identify the density indicator

|.7

(&) for cach honey badger

Determine the intensity level
(IL) and selection term (Sir)
for cach honey badger

Update the new position of
each honey badger
following the equations (32)

Update the new position of
each honey badger
following the equations (30)

L Perform the violation J
checking and section

procedure

Stop the entire searching process
and report the optimal solution

Fig. 2: The entire searching process of HBA for a typi-
cal optimization problem [14].

eters for the DISMO controller. The crucial
parameters needed to identify an optimal con-
troller include €;1,¢;2,€;3 and ¢;. The diagram
of the algorithm according to the control scheme
is depicted in Fig. 3:

t

—m={  Parameters tuning based HBA

AF; AR,
| I I |
&n € €3 S )
] (] [] [] Power System
I’*‘ DISMO Controller H
- _

——m— Measured Signals — —me—Estimated Signals ——sm—Offline Optimazation

Fig. 3: The block diagram of the HBA based DISMO
scheme.

The real performance of meta-heuristic meth-
ods will be evaluated for the purpose of shorten-

(© 2024 Journal of Advanced Engineering and Computation (JAEC)
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ing the overshoot accompanied by settling time.
In order to reach that goal, the minimizing of
Integral Time Absolute Error (ITAE) is utilized
to be the main objective function, detailed as
follows:

1 7Y

ITAEyaps = | 3 (AR +
0 =1

N
2

l=n(k#l)

‘APtie,lkD Xt xdt

(26)
where ¢ and tg;,, is real-time and total simula-
tion time respectively.

6. Simulation results

In this part, the two case studies for SAPP
and MAPP are performed to assess the robust-
ness of the proposed controller under step load
changes. In addition, to illustrate the supe-
riority, the results are employed to compare
with other schemes under Max(AF}) and set-
tling time.

6.1. SAPP

The parameter of SMC is optimized HBA and
PSO techniques. The convergence curves on 50
iterations based on fitness value are illustrated
in Fig. 4 for SAPS. The optimal parameters of
DISMO controller optimized by PSO and HBA

for SAPS are displayed in Table 1. The sys-
Tab. 1: Optimal parameters for SAPS.
Method Parameters | SAPS
€1 49.900
HBA-DISMO €9 39.2293
51 10.6728
01 0.1000
€1 49.900
PSO-DISMO €9 32.0387
B 2.2219
01 49.900

tem parameters and step load change of single
area [14,32] are presented respectively as follows:
K, =117, = 10,7, = 03, T, = 0.1, K. =
50,5 = 0.4 and load disturbances is employed
with +0.16 pu at 1s. Accordingly, Fig. 4, Fig.
6 display the best convergence curves gained by

(© 2024 Journal of Advanced Engineering and Computation (JAEC)

HBA/PSO and frequency deviation achieved by
proposed, respectively. As shown in Fig. 6, it is
easy to observe that the suggested DISMO con-
troller reduces the peak-value of frequency varia-
tion and maximum settling time compared with
other schemes. The detailed values of overshot
and settling time of each method are presented
in Table 2. The robustness and efficiency of LFC
against the different load disturbances can be
enhance be employing the suggest scheme.

In addition, Fig. 5 illustrates the actual and
estimated signals. Accordingly, the simulation
results indicate that the designed observer pro-
duces an exact estimation completely based on
system output and input.

4
0.64 10 . -
—HBA-DISMO
—PS0-DISMO
9.63 |
=
@
2 0.62
=
z
o
E9.61
9.6
0.50 . : : ]
0 10 20 30 40 50

Iterations

. 4: The best fitness value on 50 iterations SAPS.

= -Estimated AE

response signal
h

0 1 2 3 4 5
Time (sec)

Fig. 5: Actual and estimated response signals of the

suggested controller.

6.2. TAPP

The parameters of TAPS [14, 32] are presented
as follows: Tp1 = 10,72 = 8, Kp1 = 1, K0 =
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o5 <107
—HBA-DISMO
—--PS0O-DISMO
0 -
é 0.5
=
=3
=
= -1
5
S
2.z
g-1.5
Z
=
2 v 1
25 . . . .
0 1 2 3 4 5

Time (sec)

Fig. 6: The frequency variation.

Tab. 2: The sum of absolute itae function and frequency
deviation in SAPS.

Method Proposed PSO- PSO- HBA-
SMC DISMC DHOSMC  DHOSMC

ITAEsaps  0.009592 0.009596 0.0136 0.0133
|AF| 1.887 x 1073 2,007 x 1073 2.34 x 1073 2.15 x 1073

6.67,Tg1 = 0.1,Tyo = 0.17, Koy = 0.1, Kep =
0.1,7y; = 0.3,T42 = 0.4, Ry = Ry = 0.055 and
81 = B2 = 0.4. A step load change is assumed
for the first area with values as +0.1 p.u. at 1s.
In this case, to resemble the modern PS situa-
tion, we consider further the wind turbine plant
effect as a flexible power sources for assessing the
effectiveness of suggested scheme. Accordingly,
the output power change of wind turbine is il-
lustrated in Fig. 8. The best fitness values are
displayed in Fig. 7, it is easy to realize that while
optimizing for large systems with many involv-
ing variables, the superiority of HBA to PSO [14]
is more vivid. Fig. 10 displayed tie-line power
of the two areas. The values of frequency fluctu-
ation in areas 1 and 2 are illustrated in Fig. 9.

Tab. 3: Optimal parameters for TAPP.

Method Parameter First area Second area
en 0.1266 19.5387
HBA-DISMO g2 0.100 8.9526
€13 1.1041 47.2014
o 0.1000 0.1000

194

10

4.6

447

Fitness v alues
s
=]

38 . . . .
0 10 20 30 40 20
Iterations

Fig. 7: The best fitness value on 50 iterations of TAPS.

x107

2

4

=
=
[=9
-
2
=
2
2:-3
=%
=

0 1 2 3 4
Time (sec)

7]

Fig. 8: The output power of wind turbine.

x107

—--First area
-+ Second area|

I'requency deviation

s . . . .
0 1 2 3 4

Time (sec.)

2]

Fig. 9: The frequency variation.

6.3. Discussion

In 6.1 and 6.2 sections, both single and two-
area PS were employed to assess the effective-
ness and robustness of suggested scheme under
uncertainties and step load change. Based on
local states estimated by designed observer, the
suggested controller is simple to apply for real-
istic system. In addition, double integral slid-

(© 2024 Journal of Advanced Engineering and Computation (JAEC)
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< x10™

Ptie deviation

0 1 2 3 4 5
Time (sec)

Fig. 10: The Tie-line power variation.

ing surface is designed to optimal avoid chat-
tering which is known as key drawback of tra-
ditional SMC. Finally, using HBA for fine-tune
optimal parameters, which are given in Table 3,
also brings a superior performance for controller.
The simulated results show that the suggested
approach can dramatically reduce tie-line power
and frequency variation. Accordingly, DISMC
integrated HBA has achieved the ITAE value at
0.009592 and 3.85 x 10~ for single and two-area
PS, respectively that lowest value when com-
pared with other methods, as given in Table 4.

Tab. 4: The sum of absolute itae function and response
signals in mapp.

Method Proposed SMC HBA-dHoSMC
ITAEyapp 385 x 107% 6.45 x 10~%
|AF| 7.37 x 1074 7.92 x 107*
|AFY| 2.63 x 1074 2.66 x 1074
|APye 12| 2.84 x 1074 4.59 x 1074

7. Conclusion

This study introduces a DISMO-integrated HBA
for a MAPP under step load disturbances. First,
the suggested observer is used to estimate ex-
actly only local state variables based on system
input and output. Therefore, the suggested con-
troller is relatively easy for practical implemen-
tation. Second, the new DISMC is designed to
avoid optimally chattering issues in traditional
techniques. In terms of the suggested controller

(© 2024 Journal of Advanced Engineering and Computation (JAEC)

design, the HBA technique was also further de-
veloped for maximum improvement of controller
performance. The simulated results emphasize
that the suggested scheme has better control
performance than other schemes.

For future work, we will examine the robust-
ness of the proposed approach with the complex
PS including different sources and renewable en-
ergy sources. In addition, the energy storage
system will also be employed to improve the LFC
loop.
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