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Abstract. The paper presents a solution com-
bining the sliding mode observer (SMO) with
the PID controller to improve the accuracy of
speedy estimation of the induction motor (IM)
compared to the original sliding mode observer.
The SMO’s advantages include stability and
sustainability, even in noisy environments or
when system parameters change over time.
In addition, the paper also proposes a new
solution to optimize the SMO-PID controller
using the particle swarm optimization (PSO)
algorithm to increase the accuracy of speedy
estimation compared to the traditional method.
The paper covers the SMO algorithm, the SMO
speed estimation model for IM motor controlled
by the FOC method, the method of combin-
ing SMO with traditional PID controller, the
SMO-PID controller with optimized parameters
by applying PSO algorithm and comparing the
results achieved by the two mentioned methods.
Simulation results prove that the SMO-PID
method using the PSO algorithm has superior
advantages over the traditional SMO-PID
method.

Keywords: Sliding mode observer, PID, PSO,
Estimation, Induction motor, FOC.

1. Introduction

Induction motors play an important role in the
country’s industry, so many studies exist on
this motor. In the speedy estimation field of
induction motors, there are many studies on
the MRAS, Kalman, and sliding mode observer
(SMO), soft computing methods that are fuzzy
networks, artificial neural networks, etc. which
are very complex to apply in the real world.

In MRAS, state variables from a reference
model are compared to the estimated state vari-
ables from an adaptive model. An adaptation
tool uses the difference between these state vari-
ables, and the output adjusts the adaptive model
until it is implemented well [1–6]. The noise and
parameter variations are sensitive to the draw-
backs of MRAS.

© 2025 Journal of Advanced Engineering and Computation (JAEC) 1



VOLUME: 9 | ISSUE: 1 | 2025 | March

For linear system models with additive inde-
pendent white noise in both the transition and
measurement systems, the Kalman filter is the
best estimation method. Sadly, the majority of
systems in use are nonlinear. The extended ver-
sion of the Kalman filter (EKF) known as the
EKF is used for systems that are not well-known,
or whose models are not accurate [7–9]. How-
ever, the filter may quickly diverge if the process
is modeled incorrectly or the initial estimation
of the state is incorrect.

The outstanding advantage of the sliding
mode observer (SMO) is its stability and sus-
tainability even when the system has noise or
when the parameters of the system change over
time [10–13], [14] and [15]. However, if the am-
plitude of the control law changes too much, it
can cause the system to oscillate (chattering)
and become unstable. This article proposes a
sliding mode observer for induction motors that
integrates components of a PID controller to en-
hance accuracy and stability. Traditionally, de-
termining the parameters Kp, Ki, and Kd of
the PID controller is time-consuming and of-
ten yields limited accuracy. To address this is-
sue, the paper introduces a soft computing al-
gorithm to identify optimal parameters for the
PID controller. While some algorithms, such
as the genetic algorithm (GA), may not pro-
duce satisfactory solutions [7], and the Compre-
hensive Search Algorithm (CSA) can be com-
plex with long convergence times [16], this pa-
per opts for the Particle Swarm Optimization
(PSO) algorithm. The solutions generated by
the PSO algorithm, which were simulated using
MATLAB Simulink, demonstrate a significant
improvement in speed response compared to tra-
ditional PID-SMO speed estimation methods.

The paper’s solution is implemented on an in-
duction motor with the selected vector control
method. Vector control (Field Oriented Control-
FOC) is a modern control method widely used
in electric drive systems, especially for induction
motors. This method allows precise and efficient
control of the motor’s torque and speed, which
is superior to traditional control methods. The
model is implemented in the rotation coordinate
system. The torque and the rotor flux are con-
sidered two independent vectors. This allows
us to control both components independently,

achieving high speed and torque control accu-
racy , [16–18]. The advantages of this method
are high efficiency, precise control, good stabil-
ity, and fast response.

The article includes an introduction to the
mathematical model of observing the speed of an
induction motor using a sliding model combined
with a PID controller, an observation model
applied to an induction motor using the FOC
method, the particle swarm optimization (PSO)
algorithm, its application to the model to find
the optimal parameters for the PID controller,
and finally the simulation results on an induc-
tion motor with many different speed levels in
the cases of the load and no load.

2. Mathematical model,
control structure, and
algorithm

2.1. The mathematical model of
the SMO speed observer
with the IM according to
the FOC method

Equations are used to rewrite the mathematical
description of an induction motor using a state
space.

ẋ = A.x+B.u
y = C.x

(1)

where x = [iSα iSβ ψRα ψRβ ]
T is a state vector,

u =
[
uSα uSβ

]T is control vector, the
output vector is y , and A, B, and C are the
state matrix. Eqs 2 and 3 provide definitions of
the matrix A, B, and C.

A =


a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

 (2)

B = 1
σ·LS

·
[

1 0 0 0
0 1 0 0

]T
;C =

[
1 0 0 0
0 1 0 0

]
(3)
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The values of the elements in the A is

a11 = a22 = −
(
L2
m ·RR + L2

R ·RS

)
σ · LS · L2

R

; a12 = a21 = 0

a13 = a24 =
Lm ·RR

σ · LS · L2
R

; a14 = −a23 =
Lm · ωR

σ · LS · LR

a31 = a42 =
Lm ·RR

LR
; a32 = a41 = 0;

a33 = a44 = −RR

LR
; a34 = −a43 = −ωR

(4)

Eq.4 [14] provides the sliding mode observer.

˙̂x = Â.x̂+B.u+G.sign(S)

ŷ = C.x̂
(5)

Where the expected state vector is x̂ , the output
vector is ŷ , the output matrix is Â, the coeffi-
cients matrixes are B, C and the gain matrix of
the SMO, Eq.6 is G. In Eq.5, Âis the probable
parameters and A in Eq.1 is the real parameters.

G =

[
g11 g21 g31 g41
g12 g22 g32 g42

]T
(6)

The equation representing the sliding surface is
as follows:

S = y − ŷ =

[
iSα − îSα

iSβ − îSβ

]
(7)

From Eq.7, we have its derivative as Eq.8 and
Eq.9.

Ṡ = y − ˙̂y = C.ẋ− C.̇̂x (8)

Ṡ = C.(A.x̃+ (A− Â)x̂−G.sign(y − ŷ)) (9)

With X̃ = X−
⌢

X and A− Â that is calculated
as the expression Eq.10

A−Â =


0 0 0 Lm

σ·LS ·LR

0 0 − Lm

σ·LS ·LR
0

0 0 0 − 1
0 0 1 0

·ω̃R = Aω·ω̃R

(10)
The positive certain Lyapunov function is de-
fined as Eq.11

V =
1

2
(S2 +

ω̃2
R

aω
) (11)

With ω̃R = ωR − ω̂R.
The time derivation of Lyapunov function in
Eq.12

V̇ = ST .S +
1

aω
ω̃R

˙̃ωR (12)

The time derivation of the Lyapunov function
must be a negative definite function to meet the
global asymptotic stability requirement. There-
fore, we obtain the following results.

˙̂ωR =
(
iSα − îSα

)
· ψ̂Rβ −

(
iSβ − îSβ

)
· ψ̂Rα

Or ω̂R =

∫
z · dt

(13)

It also means that the speed estimator imple-
mented according to the diagram in Fig. 1 only
has the I-derivative controller, and it will not
have the advantages of the P-proportional and
the D-derivative controller shown in the diagram
in Fig. 2. To improve the accuracy and stabil-

Fig. 1: The Integral (I) controller.

Fig. 2: The PID controller (I).

ity, proportional and derivative components are
added to have all the advantages of the PID con-
troller so that we get a new speed estimator as
follows:

ω̂R = KPω.z +KIω.

∫
z.dt+KDω

dz

dt
(14)
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The components in the gain matrix are selected
as in expression Eq.15.

g1 = 2 · b
g2 = 0

g3 =

(
2 · Lm − LS · LR

Lm

)
+

(
LR

Lm

)
· b ·RR·(

(Lm)
2 − LS · LR

)
+
LR ·

(
RR ·RS − w2

b · L2
m

)
R2

R + w2
b · L2

R

g4 =
b · wb · LR ·

(
(RR + b · LR) · L2

m

)
(R2

R + w2
b · L2

R) · Lm
+

b · wb · LR ·
(
(RS − b · LS) · L2

R

)
(R2

R + w2
b · L2

R) · Lm

(15)
The desired performance of a sliding mode ob-
server can be derived by selecting appropriate b
values.

2.2. The SMO model of the
induction motor

From the mathematical model of the induction
motor and the speed sliding observer presented
in Section 1, the suggested block diagram that
incorporates the sliding mode observer and vec-
tor control is proposed Fig. 3. The current sen-
sors are used to measure the two phase currents
of the induction motor drives isa and isb in the
suggested block. Then, at that point, they are
changed into two parts of the stator current vec-
tor in the stator coordinate framework iSα, iSβ .
The sliding mode observer (SMO) uses these
current elements as inputs to calculate the rotor
speed ⌢

ωm. A current model uses them as inputs
to estimate the elements of rotor flux ψRα and
ψRβ . Additionally, the current elements in the
rotor coordinate system iSx, iSy and the current
elements in the oriented coordinate system iSd,
iSq are calculated using the current elements iSa,
iSb. The SMO speed estimator replaces the ac-
tual speed determined by the encoder.

2.3. The Particle Swarm
Optimization (PSO)
Algorithm

The PSO algorithm is widely used in control sys-
tems [19] and [20]. In it, the trajectory of each
individual in the search space is calibrated by
changing the velocity of each individual, through
its flight experience and the flight experience of
other individuals in the search space. The posi-
tion vector and velocity vector of an ith individ-
ual in the multidimensional space are:

vij = wvij+c1r1(pbestij−xij)+c2r2(gbest−xij)
(16)

xij = vij + xij (17)

w = wmax − (
iter

maxiter
)(wmax − wmin) (18)

At each iteration, an element’s velocity is de-
termined by both the individual and the entire
group experience.
Where vij is the velocity vector of the ith indi-
vidual; xij is the position of the ith individual;
pbest is the best position of each considered in-
dividual at present; gbest is the best position
among the population; c1 and c2 are the acceler-
ation constants; r1 and r2 are two random num-
bers with uniform distribution in the range [0,
1]; wmax is a final weigh; wmin is an initial weigh;
Maxiter is the maximum iteration number; iter
is the current iteration number.
Step of the PSO algorithm:
step 1: Define Objective Function, the PSO Pa-
rameters, initialization of position and velocity
step 2: Function Evaluation
step 3: Compute pbest and gbest
step 4: Update Velocity and Position handing
boundary Constraints
step 5: Store Best Value
The flowchart of the PSO algorithm is shown in
Fig. 4.

3. Results and discussion

The IM used for the simulation in MATLAB
SIMULINK has elementary parameters: P
=1.5 kW, Udc =300V, PP=2, RS =1.28Ω,
Rr =1.52Ω, Lm =0.129H, LS =0.008H, Lr
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Fig. 3: The SMO-PID’s control structure for an IM drive.

=0.008H, J=0.043 kg.m2.

In this section, three distinct speed levels are
simulated: 200 rpm, 100 rpm, and -100 rpm.

3.1. Speed Control of IM
Drives:

In Fig. 5, the blue line is the desired speed, and
the red line is the actual speed of the induction
motor. The load torque acts at times from 0.2s
to 0.3s and from 0.75 to 0.85. When the load
appears, the speed response changes.

3.2. The sliding mode speed
observer combined with
conventional PID:

In the first place, the values Kp, Ki, Kd in the
PID controller which is picked by trial and error
are: Kp=5, Ki=10, Kd=0.005. The speed re-
sponse that includes the reference speed, the ac-
tual rotor speed, and the SMO estimated speed
in this case is shown in Fig. 6.

The error between the SMO estimated speed
with the above parameters and the actual speed
by the SME method in Fig. 7 is 6.5530 (m).

The above-estimated result is not good, so
we try to find other better values of PID pa-
rameters, we finally choose Kp=100, Ki=10000,

Kd=0.001. We perform the simulation again
and get the estimated speed response by SMO
method as shown in Fig. 8, and the error be-
tween estimated speed and actual speed is shown
in Fig. 9. We see better results, the error is im-
proved and the error value is 0.3496 (m).

3.3. The sliding mode speed
observer combined with
the PID with parameters
optimized using the PSO
algorithm:

It takes a lot of time and many times to find the
values of Kp, Ki, Kd of the PID controller, the
results are better but not the optimal parame-
ters. In this section PSO algorithm is used to
find the optimal parameters for PID controller.
The main steps to find the optimal parameters
for the PID controller are shown in Fig. 10.

The cost function in the PSO algorithm is
the difference between the estimated speed value
and the actual speed calculated by the MSE er-
ror as the expression below Eq.19.

S =
1

n

n∑
1

(Sreal_speed−SSMO_estimated_speed)
2

(19)
In the implementation of the PSO algorithm,
the selected parameters are listed in Tab. 1.
After implementing the PSO algorithm, we
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Fig. 4: The PSO algorithm steps.

Fig. 5: Reference and actual rotor speed of the IM drive.

obtained the results in 20 iterations listed in
Table 2.

Fig. 6: The SMO estimated speed and actual rotor
speed of the IM drive (in the first case).

Fig. 7: Error between the SMO estimated speed and ac-
tual rotor speed of the IM drive (in the first
case).

Fig. 8: The SMO estimated speed and actual rotor
speed of the IM drive (in the second case).

Fig. 9: Error between the SMO estimated speed and ac-
tual rotor speed of the IM drive (in the second
case).

In addition to the results obtained in Table 2,
the graph showing the relationship between 20
runs and the value of the cost function is drawn
in Fig. 11.

6 © 2025 Journal of Advanced Engineering and Computation (JAEC)



VOLUME: 9 | ISSUE: 1 | 2025 | March

Fig. 10: The flowchart of the search for optimal param-
eters for the PID controller.

Tab. 1: The parameters of PSO algorithm.

Parameters Values
Individual size 6
Number of iteration 20
c1,c2 1, 1
wmax, wmin 0.9, 0.4
Limit of Kp 1-500
Limit of Ki 100-30000
Limit of Kd 0.00001-0.0005

Tab. 2: The convergence results after 20 iterations.

Index Kp Ki Kd Objective
function
values

1 127.9594 23876.7006 0.0005 0.0137
2 128.3316 23876.8911 0.0005 0.0123
3 128.64 23877.0489 0.0005 0.011
4 128.64 23877.0489 0.0005 0.011
5 128.64 23877.0489 0.0005 0.011
6 128.64 23877.0489 0.0005 0.011
7 128.64 23877.0489 0.0005 0.011
8 128.64 23877.0489 0.0005 0.011
9 128.64 23877.0489 0.0005 0.011
10 128.64 23877.0489 0.0005 0.011
11 127.0933 24175.8731 0.0005 0.0094
12 127.0933 24175.8731 0.0005 0.0094
13 127.0933 24175.8731 0.0005 0.0094
14 127.0933 24175.8731 0.0005 0.0094
15 127.0933 24175.8731 0.0005 0.0094
16 127.0933 24175.8731 0.0005 0.0094
17 127.0178 24169.2362 0.0005 0.0094
18 127.0178 24169.2362 0.0005 0.0094
19 122.9789 24219.3984 0.0005 0.009
20 121.2348 24241.1126 0.0005 0.0086

From the data table as well as the graph, it
shows that in the first rounds, the values of the
parameter sets Kp, Ki, Kd are not very good,
but the following rounds are better because the
value of the cost function is small and the 20th
time is the best value after 20 loops.
The parameters found in the final run are Kp=

Fig. 11: Convergence graph of the PSO algorithm after
20 iterations.

121.234847092909, Ki= 24241.1125696315,
Kd = 0.0005.

And this is also the most optimal value in 20
iterations. We use these parameters to perform
the simulation again. The results are shown in
Fig. 12 and Fig. 13. The results shown in Fig.

Fig. 12: The SMO estimated speed and actual rotor
speed of the IM drive (in the case using PSO
algorithm).

Fig. 13: Error between the SMO estimated speed and
actual rotor speed of the IM drive (in the case
using PSO algorithm).

12 and Fig. 13 show that the PSO-SMO speed
estimator is much better than the traditional
SMO estimator and the error in this case is also
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significantly smaller. Its error, in this case, is
0.0086 (m).

3.4. Result comparison between
the two methods SMO-PID
speedy estimate and
PSO-SMO-PID speedy
estimate

After simulating the traditional methods and
the proposed method, the results are summa-
rized in Table 3. In Table 3, the first column

Tab. 3: Comparison of effectiveness of the proposed
method with traditional method.

Method Kp, Ki, Kd Speed error
SMO-PID. [17] 5.0000, 10.0000, 0.0050 6.553
SMO-PID. [18] 100.0000, 10000.0000, 0.0010 0.3496
PSO-SMO-PID 121.2348, 24241.1126, 0.0005 0.0086

lists the research methods, the second column is
the corresponding parameters Kp, Ki, Kd, and
the third column is the value of the cost func-
tion calculated by the sum of average squares
(SME) method. In the first time, the result is
not good, the next time the result is better but
not the optimal value. With the PSO-SMO-PID
speed estimation method, the results are many
times better than the traditional method.

4. Conclusion

This paper presents a method of estimating the
speed of the IM motor using the SMO method
combined with the PID controller. In which the
parameters of the PID controller are selected ac-
cording to the traditional method (trial and er-
ror) and searched by the PSO algorithm.

The simulation results show that the SMO-
PID traditional speed estimation method is
time-consuming and inefficient, the PSO-SMO-
PID speed estimation method is very effective
with significantly small errors, saving time (due
to the powerful processor and the intelligent al-
gorithm PSO). This demonstrates the superior-
ity of the proposed method in finding the op-
timal parameters of the PSO-SMO-PID speed

estimation method compared to the traditional
SMO-PID method.
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